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1. INTRODUCTION

The RPN Physics Library consists of a comprehensive description of the most important physical
processes in the atmosphere and at the surface, and provides a unified library environment on
which dynamical models can easily interface. The physical parameterizations modify the model
basic variables, by adding tendencies due to various physical processes. These processes are either
unresolvable by the model dynamics (e.g., turbulent transfers), unresolved (e.g., deep convection,
gravity wave drag), or simply missing from the basic dynamic equations (e.g., radiation, surface
processes). This document presents a scientific description of the RPN Physics Library, with the
details of the governing equations, physical parameterizations, numerical algorithms, and
geophysical fields usage.

The unified RPN physics package has been and is continuing to be developed for use in the
research and operational models at RPN/CMC, including the regional finite-element (RFE) model
(Mailhot et al. 1997), the spectral finite-element (SEF) model (Ritchie and Beaudoin 1994) and,
more recently, the mesoscale compressible community (MC2) model (Benoit et a. 1997) and the
global environmental multiscale (GEM) model (C6té et al. 1998). Much effort has been put into
incorporating a detailed description of surface and boundary layer processes and realistic schemes
for condensation and radiation processes. A number of aspects of the physics have been examined
in various applications, such asintense orographic precipitation, summertime severe weather, polar
lows, aircraft icing and explosive marine cyclogenesis (Benoit et al. 1994; Bélair et al. 1995a,b;
Mailhot et a. 1996; Tremblay et al. 1996b; Huo et a. 1995). Also, model applications span awide
spectrum ranging from global-scale, seasonal forecasts down to regional-scale and mesoscale
systems. Therefore, for most of the physical processes, several versions of parameterization
schemes are usually available for a particular process, with specific options appropriate for given
temporal and spatial scales.

Recent modifications to the RPN physics package include revisions to the vertical diffusion
scheme (Delage and Girard 1992; Delage 1997), revisions to the land surface processes (Mailhot
et al. 1997) and additions of more advanced schemes (ISBA and CLASS), improvements to the
radiation package (Yu et a. 1997), and modifications to the gravity wave drag (McLandress and
McFarlane 1993). New options for the condensation processes are also available: versions of so-
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called Kuo-symmetric, relaxed Arakawa-Schubert (Moorthi and Suarez 1992) and Kain-Fritsch
(1990) cumulus parameterization schemes, and explicit cloudwater schemes with mixed phases
(Tremblay et a. 1996a) and detailed microphysics (Kong and Yau 1997). This document presents
the latest version of the RPN Physics Library, version 3.6, as of March 1998.

Many colleagues contributed to the development of the RPN physics package along the years. In
particular, the help of Normand Brunet, Gérard Pellerin, Réal Sarrazin, André Méthot and Alain
Patoine, from CMC, is acknowledged. Peter Yau of McGill University provided the material on
the explicit detailed microphysics scheme. The preparation of the document benefited from the
invaluable editorial and technical assistance of Vivian Lee.

External users may access this documentation through the CMC Web site at the following
address: http://www.cmc.ec.gc.ca/rpn

Comments and corrections to the present document are welcome.
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2. TURBULENT VERTICAL DIFFUSION

The turbulent vertical diffusion scheme was originally developed by Mailhot and Benoit (1982)
and described in Benoit et a (1989). Modifications to this scheme have been done recently, notably
for the vertical structure and stability functions (Delage 1988; Delage and Girard 1992; Mailhot
1992; Delage 1997). The treatment of eddy vertical diffusion in the planetary boundary layer
(PBL) rests on atime-dependent equation for the turbulent kinetic energy (TKE), the smplest and
most basic of all higher-order moments used to describe turbulent processes:

E=l(u’u’+v'v'+w'w’).

N

2.1 Vertical diffusion equation

Vertical transfers due to turbulent air motion are parameterized in the form of vertical diffusion.
This effect isimportant especialy close to the surface, where it defines the PBL, but is present over
the entire atmosphere. The tendencies due to turbulent vertical diffusion are calculated as follows:

ot P oz

where /isu, v, g or 6, the potential temperature, and p isthe density. The z coordinates are used

. ){#)] , (2.1.1)

here for greater clarity, but the transformation to o poses no problems (as will be shown in
Appendix 2).

The vertical diffusion coefficients K, are variable and reflect the intensity of the turbulent
exchanges. The symbol y v represents a (possible) counter-gradient term. The boundary conditions

are vanishing fluxes at the model top:
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oy
K,|—-¥|=0,
and there is continuity of turbulent fluxes with surface-layer fluxes at the surface (this will be
discussed more fully in sections 2.3 and 2.5).

a. Vertical diffusion coefficients

The K, coefficients are expressed as.

m

K :CA 1
Y ¢Ll/

(2.1.2)

where E is the turbulent kinetic energy, c is a constant (=.516), A is a mixing length for the
statically neutral case, and the ¢ p e static stability functions determined locally by the (gradient)

Richardson number Ri, defined as follows:
06,

R=9 92 (2.13)
9

2 2

v [du ov
| 4+
0z 0z

where 6y isthe virtua potential temperature. The mixing length is determined by

A =min

k(z+zo),/\ o (2.1.4)

where k is the von Karman constant (k = 0.40), Ag is the asymptotic value (=200 m) of A for large
z, and z; is the roughness length characteristic of the surface.

b. Stability functions

Two stability functions are defined, one for u and v (¢,,), and another for 6 and q (¢,). Their

definitions are different depending on the sign of Ri:

1) for Ri < 0 (static ingtability):
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o = % =(1- 40Ri) ™, (2.15)

2) for Ri > 0 (static stability):

O = ¢;3T =1+ 12R. (2.1.6)

with 3= 0.85.

2.2 Turbulent kinetic energy

The TKE is calculated by a predictive equation (Mailhot and Benoit 1982; Benoit et al. 1989).

o

dE- get2 . cg¥2 4 ¢ K, 9B} (2.2.1)
o 0z 0z

The left-hand-side member includes the advection of E, but for the moment this term is neglected.
The right-hand-side terms represent the source-sink term, the viscous dissipation and the
redistribution term, respectively. The sources are production by shear (positive) and buoyancy
(positive or negative). This term can contribute to the amplification (B>0) or decay (B<O0) of E,
depending on the local Richardson number. C isaways positive. The redistribution term can move
eddy energy from a source to asink region of the PBL.

Because the characteristic response time of the TKE equation is generally less than the time step At
and the redistribution term is relatively small, the vertical diffusion coefficients are to alarge extent
determined locally by wind shear and static stability. However, the redistribution term isimportant
in some situations (e.g., entrainment at the top of the convective boundary layer, cloudy boundary
layer, etc.) and thus gives this approach greater potential and flexibility than the method whereby
the diffusion coefficient is determined diagnostically by wind shear and stability.

The TKE equation is solved by afractiona step method:
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*

(n+1)At E
f ot :f ~de E>p (2.2.23)
n

At En BE1/2 ) CE3/2

n+l o n+l
E -E_O (KM”aE ) (2.2.2b)

At B a_z 0z

The first part (2.2.2a) is done analytically (assuming B and C to be independent of time). The
detailed solution of this analytical part is described in Appendix 1. For the diffusive part (2.2.2b),
the boundary conditions are a vanishing flux at the base and at the top of the atmosphere. Details
on the solution of the diffusion equation are givenin Appendix 2. A timefilter is applied (schemeii
of Kalnay and Kanamitsu 1988) with a coefficient of 0.5. Thisisfollowed by the application of a
vertical filter

B =B+ (B 2B+ B, (223)
with v=0.1. A lower bound of 10-4m2s2isimposed on E.

No additional free atmosphere vertical diffusion isincluded. We rely on the TKE equation to react
to intermittently low values of the Richardson number and generate sufficient upper air turbulence
to do the required mixing.

2.3 Surface-layer exchanges

The boundary conditions at the surface for (2.1.1) are based on continuity of turbulent fluxes with
surface energy fluxes. These surface fluxes can be obtained from Monin-Obukhov similarity
theory for the surface layer. The surface layer is athin turbulent region above the surface where the
vertical fluxes are quasi-constant with height. This property greatly simplifies the description of
this layer. The surface energy fluxes also depend on surface temperature 65 and surface moisture
gs- These can be obtained from predictive equations using surface energy balance described in
section 3.
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Following Monin-Obukhov similarity theory, but introducing a variation of the fluxes with height

in the surface layer for the stable case, the vertical profiles of wind u and potential temperature 8in
the surface layer are related to the stability functions ¢ w by:

Z+ZOM
U(Z)=”l:f (L-F)e (B)F (231)
ZoM e/ M
6z)-6s=2 Z+ZOT1-Z¢ZO'Z (232)
STk o1 ( he) T(L) z e

where u. isthe friction velocity, 6. is the temperature scale:

_ W'Q\;
6 =- Tt

and L isthe Monin-Obukhov length:

L= — VvV (2.3.3)
kgw'6’,

and he is an estimate of the height of the boundary layer given by (2.4.2) for the stable case (thisis

set to infinity for the unstable case, resulting in the usual standard formulation for that case). The
formulation allows for surface roughness lengths that may be different for the momentum (zom)
and for heat and moisture (zoT).

Note that the same stability functions ¢w defined by (2.1.5) and (2.1.6) are used for the surface
layer in (2.3.1) and (2.3.2). However, the Ri dependence of the ¢ v is transformed into a z/L

dependence appropriate for the surface layer, using the relationship:

%= (1- hLG) Ri q;“? (2.34)

Integrating from the surface to z= z, (i.e., alayer assumed to be in the surface layer) and
assuming that hg > z,, then the surface fluxes can be expressed as:

WP =Cyu, (Ya- ys), (2.3.9)
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wherethe C p e integrated transfer coefficients defined by:

cil=1 il 1-2 ¢¢(;)Q (2.3.6)
YTk ( he) L/ z >
Zow

Note that the C,, defined above are entirely consistent with the K, defined by (2.1.2) if

oV

o (2.3.7)

which is nearly the case in the surface layer.

The complete algebraic expressions for the vertical integrals of the stability functions are given in
Delage and Girard (1992) and Delage (1997). The surface-layer stability functions correctly
handle the free convection limit in the unstable cases and remain correct even for cam wind
situations. For the stable regime, an original aspect of the formulation is the fact that the turbulent
fluxes are assumed to vary with height within the stably-stratified surface layer, permitting greater
accuracy in the determination of their surface values.

The surface layer has been presented here as an integral part of the domain where the vertical
diffusion operator applies. From this point of view, surface layer approximations allow a specific
discretization of (2.1.1) near the surface, to avoid having to resolve highly curved profiles at great
cost. Obviously, this approach requires that the original definition of the K, functions be
consistent with the C,, functions of the surface layer. Historicaly, the C, drawn from
micrometeorological measurements have been used to formulate the appropriate K, functions.
The value of z, is that of the first active layer in the model (presently o =.995). Delage (1988)
discusses the choice of such an elevated value (z, = 40 m) for the thickness of the surface layer.

24 Height of the boundary layer

The height of the PBL, h, is calculated from arelaxation equation:

h=he if he>h" |

(2.4.2)
h=he+(h - h)edlt if he<h,
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where h™ isthe value of h at t-At, he isan equilibrium value and 7 is a relaxation constant (=1.5
hours).

For the unstable PBL, the equilibrium value hg is diagnosed from the virtual potential temperature
profile ,. The equilibrium valueis taken as the height of the middle of the first stable layer (i.e.,
where 0610z > 0), starting from the surface.

For the stable PBL, the equilibrium value hgis given by:
he= (uL/|f[)¥2 (24.2)

wheref isthe Coriolis parameter (with alower bound of 7 x 10°5s°1).

25 Numerical solution

Equation (2.1.1) is calculated using centred finite differences in the vertical, where the fluxes are
evaluated half-way between the basic levels where the  variables are defined. Since we wish to
use the surface fluxes, particularly in the energy balance for calculating T and g, and because we
wish to minimize the height of the surface layer, we make the surface coincide with aflux level,
which placesthefirst internal level of the model at one half-layer from the surface, at height z,.

Details on the solution of the vertical diffusion equation are given in Appendix 2. The vertical
diffusion equations are solved with a fully implicit time scheme to increase the numerical stability
(particularly with the long timesteps used in conjunction with the semi-Lagrangian scheme);
nevertheless, the K, and hence the C,, are calculated explicitly as afunction of the basic variables
known at a given time.

2.6 Diagnostic near-surface variables

The current structure of the GEM model includes a level at the base of the model, nominally at
o0=1, but the values of the variables at that level are different from those at the surface. The
variables at 0=1 (or near-surface variables) have the following functions:

1) wind, temperature and specific humidity are used to calculate vertical advection;
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2) wind is used to calculate divergence in the first layer and, indirectly, vertical motion;
3) virtual temperature is used to calcul ate the hydrostatic equation;

4) the variables are used at the models output to represent the wind at the anemometer level (10 m)
and the temperature and humidity at the Stevenson shelter level (1.5 m).

The variables at 0=1 are calculated diagnostically at the proper level (i.e. 10 m and 1.5 m), in
accordance with the surface variables (Tg, ds, us=vs=0), the variables at zz and the C;, functions

of the surface layer.

10
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3. SURFACE HEAT AND MOISTURE BUDGETS

The processes and characteristics described in this section are used to calculate Tg and qg, the lower

boundary conditionsfor (2.1.1). These require the computations of surface energy fluxes, as seen
in section 2, over complex landscapes that may include several types of soil with various
vegetation canopies, snow, ice, and water surfaces. The treatment of surface processesis different
over land and water surfaces.

31 LAND SURFACE PROCESSES

Over land (including ice-covered oceans and lakes), the surface temperature and moisture are
obtained from parameterizations of the land surface processes based on surface heat and moisture
budgets. Three options are available to represent the land surface processes (in increasing order of
complexity): 1) a simplified force-restore method, 2) the ISBA (Interactions Soil-Biosphere-
Atmosphere) scheme, and 3) CLASS (Canadian LAnd Surface Scheme).

3.1.1 Force-restore method

The force-restore method (Deardorff 1978) is a closure condition on the heat and moisture
balances at the air-soil interface, assuming that unknown subsurface ground fluxes are carried out
as diffusive processes. The original version of the scheme is described in Benoit et al. (1989).
Modifications to the scheme have been introduced recently (Mailhot et al. 1997) to include: a)
improved calculation of land surface evaporation and evapotranspiration; b) snow and ice as types
of soil; ¢) snow melt in the surface energy balance.

Using the force-restore method, the surface (skin) temperature T is predicted from:

s _-20T[1 1+ L,E + ¢ (0 T2 - F)-(1- @) Fa - 2(To-Tp) , (3.L.11)

ot G T

The sensible heat flux H and vapour flux E are calculated asfollows:

11
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H =pcp(T)w'6's ,

\er (3.1.1.2)

E=p w'q’s,

in combination with (2.3.5). L, is the heat of vapourization, o is the Stefan-Boltzmann constant,

€ isthe surface emissivity, a is the surface albedo, C; is the heat capacity of the soil, and the depth

of soil thermal diffusion diurnal wave, A=(k T)V2, where k; is the soil thermal diffusivity and t the

Earth'srotation period. F-|¢ and F~g, aretheincoming infrared and solar fluxes at the surface, and
T, isthe deep soil temperature (kept constant during the integration).

Similarly, a soil moisture fraction wg (volume of water per unit volume of soil) can be obtained
from:

oWs _ -C
ot Pwds

(E-R)- %(Ws “Wp), (0SWs<Wma) . (3.1.13)

where Ris the precipitation rate, d, the thickness of the skin moisture layer, pyy the water density,
W, the deep soil moisture fraction, and C; and C, are dimensionless empirical coefficients. The

deep soil moisture fraction w, can vary according to:

Wp _ 1 (.
o (E-R), (3.1.1.4)

where d, is a thickness chosen quite larger than d.

Note that , in the current version of the code, the predictive equations for wg and wj, are bypassed
and, therefore, the soil moisture fractions are kept equal to their initial specified values during the
integration.

a. Surface evapotranspiration

Here wg is used to compute the soil moisture availability parameter 3 defined as the actual soil
moisture divided by the field capacity (this varies between 0 and 1):

B = min(1,wg/wy)

12
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where wy is a threshold for potential evaporation (W, <W,5). The soil moisture availability
parameter 3 controls the surface evaporation (Budyko-bucket method or semi-potential approach),
giving the following equation for the calculation of air moisture at the surface:

Os =0a+ B (Gsat (Ts) - Ga) (3.1.15)

Note that for the downward fluxes of water vapour, (3.1.1.5) erroneously depend on soil moisture
(i.e., wg /w, should be replaced by 1), but the fluxes are generally small in those conditions.

To reduce the problem of excessive surface evaporation resulting from this formulation, a more
appropriate treatment of land surface evaporation based on the Penman-Monteith potential
evapotranspiration method (e.g. Pan 1990; Beljaars and Holtslag 1991) has been adopted. The
surface evaporation can be expressed as.

LvE = LyBEN(Ts) = LyBoaCrus [dsat(Ts) - Gal (3.1.16)

where Ep isthe potential evaporation rate. The surface evaporation is thus based on the product of
the potential evaporation rate Ep and the soil moisture availability factor 3.

As discussed by Pan (1990), the problem arises with the choice of the surface temperature Ts
which enters in the calculation of gsat ; this temperature usually results from the surface energy
budget (3.1.1.1) calculated with the actual soil moisture availability parameter (which is usually
lessthan 1). However, the definition of the potential evaporation rate Ep(Ts) strictly applies only
to a (hypothetically) saturated soil surface (i.e. = 1) at atemperature Ts; in this context, the
potential evaporation is then defined as the evaporation that can be realized if the soil is completely
wet given the same radiative and ground heat fluxes. Therefore, in principle, one would need to
compute two temperatures: 1) a hypothetical surface temperature Ts' defined expressly to compute
one part of the budget, that is, the potential evaporation rate, and 2) the real surface temperature Ts
resulting from the energy budget. However, Ep(Ts) can be related to Ep(Ts), thus leaving only
one prognostic equation for ground temperature (the details of the derivation are given in Appendix
3). Within the current framework, the correct potential evaporation rate then simplifies to the
following expression that can be used directly in (3.1.1.1):
1+y

E(Ts) = Ts 3.1.17
7<) (L+ Y(L+rCru)+ 3(1-p) ST ( )

13
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A crude representation of a vegetative canopy has been added in the calculation of the potential
evaporation rate (3.1.1.7) by including rs the stomatal resistance to evaporation due to the presence
of plants. Based on field measurement data (Beljaars and Holtslag 1991), rs=60smlisa
representative value that applies during most of the year in normal situations with sufficient water
supply to the plants (in very dry conditions, rstendsto be larger). Here, asimple procedure based
on the surface albedo is used to determine the value of rs when vegetation is present. For a > 0.60
(i.e. not much vegetation), then rs= 15 smL; for a < 0.15 (i.e. much vegetation), then rg=60 s
mr1; for intermediate values, alinear relation is taken:

rs = 75-100 a (sml) (3.1.1.8)

In addition, rgis set to zero when the vegetation type corresponds either to a water surface, a
glacier or sand, and is limited to 5 s m1 in a tundra with a snow depth of more than 5 cm.

b. Sail types

The land surface processes currently consider three types of soil, namely aclay soil (considered to
be reasonably applicable over North America), snow (when snow depth is at least 5 cm over land
or at least 50 cm over marine ice) and ice (including marine ice with an ice fraction of at least 50%
and less than 50 cm of snow depth). Soil types are characterized by their albedo and the
parameters Csand ks. Their valuesare givenin Table 3.1.1.

Table3.1.1 Valuesof the soil parameters.

Par ameter Clay soil Snow Ice

£ 1.0 1.0 1.0

Cs (Um3K-D [23x106 1.0-1.7x 105 |2.0x 10°
k, (m2sh 0.5x 106 0.6-1.2x 106 |1.1x106
d; (M) 0.1

d, (m) 0.5m

14
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W 0.30

Winax 0.40

Co 0.9

C 14 (dry; Ws/Wmay < 0.15)
C1 0.5 (wet; Ws/Winex > 0.75)

The task of specifying these parameters for snow is not easy since it does not have uniform
properties: for instance, snow can be wet or dry, and old snow is different from new snow because
it can be infiltrated by melting snow. Typically, Cs can be four times larger for old snow than for
fresh snow. To represent those variations in asimple way, Cs and ks are made to vary according
to latitude and time of the year. Theideabehind thisisthat snow is more likely to be wet in spring
and early autumn, and dry during winter. Furthermore, the effect of vegetation is implicitly
included, since Cs varies according to the albedo which is itself modulated by the presence of
vegetation. For example, the surface albedo over a coniferous forest is on the order of 25% even if
there is 1 m of snow at the ground while it is close to 80% over a tundra covered by 20 cm of
snow. Therefore, the value of Cs does not represent only snow (when it is present), but a
composite of snow and the surrounding vegetation.

C. Snow melting

Snow melting is energetically important during the springtime. A simple procedure is taken to
include this process. Theoretically, during melting, the snow temperature should be around 0°C
(ignoring any vertical temperature gradient in the snow pack), but the surface temperature must
also account for the presence of vegetation. To simulate melting, Ts is computed first using
(3.1.1.1) and ignoring the possibility of snow melting. Then, if Ts is above 0°C, those extra
degrees are partitioned between melting of the snow and heating of the vegetation. To achievethis,

the albedo is used in an empirical way: the higher the value of the albedo (i.e. the lesser the amount
of vegetation), the closest to 0°C will be Ts during a melting episode. Also, since the snow depth
is kept constant during the integration, athreshold of 5 cm is used to indicate the presence of snow

(avaue assumed to be large enough so that snow cannot melt completely in afew hours).

15
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d. Surface characteristics

In agreement with recent observation data for homogeneous terrain (e.g. Beljaars and Holtslag
1991), we take distinct values of surface roughness lengths for heat/moisture and momentum over
land, ZgT = zg\m / 5 (with a maximum value of zgT = 0.2 m). Work isin progress to experiment
with a more general formulation for an effective directional surface roughness length for
momentum dependent on the wind direction and on the subgrid-scale orography (Grant and
Mason 1990; Beljaars and Holtslag 1991).

The other fields needed to specify the surface characteristics and to initialize equations (3.1.1.1)-
(3.1.1.4) are obtained from analyses, climatological, and geophysical data. These include land/sea
mask (M), albedo (a), surface temperature (land and sea) (Ts), deep soil temperature (Tp), ice
cover (1), surface soil moisture fraction (ws) and orography (z). Some details on these fields are

given here.

Theice cover is merged into the M field (i.e. M + (1-M) 1), after which point no distinction is made
between land and ice-covered ocean points (except for their values of albedo and parameters Cs
and ks). The analysed surface temperature over the continents, T, is obtained from the air
temperature observations (typically measured at 1.5 m). This"surface" temperature is then used to
initialize (3.1.1.1) without corrections, athough it does not actually correspond with a "skin"
temperature. The deep soil temperature, T, is based on a running mean average of the analysed
surface temperature, T, according to T,"* = 0.2 T,"*W + 0.8 TpOId (these analyses are redone
every 6 h). The deep soil moisture fraction wy, isinitialized to the same value as wy ; both are taken
as wy times the input soil moisture availability (percentage of field capacity) for which a monthly
climatology isavailable.

e Numerical solution

After linearization of the right-hand sides of (3.1.1.1)-(3.1.1.4) that contain nonlinear termsin Tg
and wg, the force-restore equations can be solved analytically using the same timestep as the
dynamical model. For instance, partial linearization of the right-hand-side of (3.1.1.1) gives:

16
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RHS/(TsM) = =20 (K (T - Tn)
CA
n
+ LKo" \\//VV—Q age + 0 (ToL - TD) - gp (3.1.1.9)
k oT
+€ Ogp [ T4 + 4T3 (T - TN)] )

Only the nonlinear terms are shown here. The K; and K, factors for the turbulent fluxes are
described in section 2.3, and their complex variation with TS”"L1 isignored in this linearization.
Therefore, the resulting equation can be written in the genera form:

Ms oo yTe =Ty, (3.1.1.10)
ot
that can be readily integrated to give:
- e-yAt
Td =T + At F(To) (L-eva) (3.1.1.11)
y At

3.1.2 The ISBA Surface Scheme

This improved version of the Interactions Soil-Biosphere-Atmosphere (ISBA) scheme,
originally developed by Noilhan and Planton (1989), has been included in the RPN physics
package. Its main purposeisto determine the lower boundary conditions for the vertical diffusion
of temperature, moisture, and momentum, as well as evaluating the evolution of eight prognostic
variables (i.e., the surface temperature Tg,;, the mean (or deep-soil) temperature T, the near-
surface soil moisture wy, the bulk soil moisture wy, the liquid water W, retained on the foliage of
the vegetation canopy, the equivalent water content Ws of the snow reservoir, the snow albedo as,
and the relative snow density ps) and the hydrological budget of the surface.

a. Entry parameters

They have been chosen in a way to characterize the main physical processes, while
attempting to reduce the number of independent variables. Asshownin Table 3.1.2, they can be
divided in two categories. primary parameters that need to be specified at each model grid point,
and secondary parameters which values can be derived (using association tables) from the

17
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primary parameters. The primary parameters describe the nature of the land surface and its
vegetation coverage by means of only four numerical indices. the percentage of sand and clay in
the soil, the dominant vegetation type, and the land-water mask. The secondary parameters
associated with the soil type are evaluated from the sand and clay composition of the soil,
according to the continuous formulation discussed in Giordani (1993) and Noilhan and Lacarrere
(1995), whereas those related to vegetation can either be derived from the dominant vegetation type
or from existing classification or observations.

b. Soil heat content
The prognostic equations for the surface and deep temperatures Tg,s and T, are obtained
from the force-restore method proposed by Deardorff (1978):

aT,

_;;” =Cor (R -H —LE)—?(TW —Tp) (31.2.1)
T, 1
o"tp :?(Twrf _Tp) (3122)

where H and LE are the sensible and latent heat fluxes, and R, is the net radiation at the surface.
Note here that Tg, s IS representative of the entire “surface”, which includes for ISBA the ground,
the vegetation, and the snow coverage. Thistemperature evolves due to both the diurnal forcing by
the soil heat flux G =R, —H - LE and arestoring term towards its mean value T,. In contrast,
the mean temperature T, only varies according to a relaxation term towards Tgs.

The heat coefficient Cyor is expressed by

_1/%(1_V69X1_ pg‘g)+ Veg("_ psmI)_l_p_snE
c:|'OT - H Cg Cv CSH

(3.1.2.3)
where

— S . — hS .

P “Wrw, P T 50007

crn

[ (1—veg )pmg +veg Py, (3.1.2.4)

are respectively the fractions of bare soil and vegetation covered by snow, and the fraction of the
grid covered by snow. Here, W, = 10 mm, and hs = W5/ psis the thickness of the snow canopy.

The heat capacities of the ground and snow canopies are respectively given by
/210g10

Oy O
C =C = ; C <15<10° KnmPJ* 3.1.25
= Com o ; (31.25)
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Dn[%

C, =24—-I 3.1.2.6
® TOACTO ( )

where A; =, p2%; ¢, =¢ (ps/p); A istheice conductivity; ¢ isthe heat capacity of ice; and oj is
relative density of ice [see Douville (1994) and Douville et a. (1995)].
After an intermediate surface temperature T, is evaluated from Eq. (3.1.2.1), the cooling

from the melting of snow is considered following

Ts.;rf = Tsurf _CT Lf (nﬂt )At (3127)

where Ls isthe latent heat of fusion for water, At is the timestep, and the melting rate of snow is
T

|]Tsurfn “larfo D
= >
melt = p, C.L I E melt = 0 (3.1.2.8)

Tsurfn = (1_Vag)Ts*Jrf +Vag Tp
Similarly, the intermediate mean temperature T; obtained from Eq. (3.1.2.2) is also

Here, T. =27316 K

v Tsurf O

modified due to melting/freezing of soil water for temperatures between -5 0C and 0 OC. The
resulting mean temperature is then

L, C.d (3.1.2.9)

T = T; + (Awp) .

frozen
with
0 01 - 268160
(Awp)
frozen

_ EL_ %ngwp(t) ~w,(t-AD))  (31210)

(A‘Np)fmzen =0 if T,<-5°C orif T, 20°C (31211
where d=15 cm is an estimated average of the penetration depth of the diurnal wave into the soil.

Only the mean temperature T, is modified by this factor. The surface temperature Tg,, however,
indirectly feelsthis effect through the relaxation term in Eq. (3.1.2.1).

C. Soil water
Equations for wy and w,, are derived from the force-restore method applied by Deardorff
(1977) to the ground soil moisture:

ﬁo"V\t/g - %(Ra - Eg)‘%(""g ‘Wgeq) PO Wy, (31212)

19



RPN PHYSICS SCIENTIFIC DESCRIPTION

0w_

Ld(Rg -E, -E )—% maxlg), (/vp —wa] ; 0sw, sw, (3.1.2.13)

where Ry is the flux of liquid water reaching the soil surface (including the melting), Eq is the
evaporation at the soil surface, E;, isthe transpiration rate, g, is the liquid water density, and d; is
an arbitrary normalization depth of 10 cm. In the present formulation, all the liquid water from the
flux Ry goes into the reservoirs wy and wy,, even when snow covers fractions of the ground and
vegetation. The first term on the right hand side of Eq. (3.1.2.12) represents the influence of
surface atmospheric fluxes (the contribution of the water extracted by the rootsis neglected). The
coefficients C,,C,, and the equilibrium surface volumetric moisture wye,, have been calibrated for
different soil textures and moistures.

The mathematical expression for C, differs depending on the moisture content of the soil.
For wet soils (i.e., wy > Wyii), this coefficient is given by:

C,=C., %@'Viéﬁl (3.1.2.14)

For dry soils (i.e., Wy < Wyi1), the vapour-phase transfer needs to be considered in order to
reproduce the physics of water exchange. These transfers are parameterized as a function of the
wilting point w;, the soil water content wy, and the surface temperature T, Using the Gaussian
expression (see Braud et a. 1993, Giordani 1993)

0
C,=C., expEL (N ) (3.1.2.15)
E E
where Wiay, Cimax, @nd o are respectively the maximum abcissa, the mode, and the standard
deviation of the Gaussian functions.
The other coefficient, C,, and the equilibrium water content, Wy, are given by

=C g o 1 (3.1.2.16)
G =Coa Fmax(w,_, —wp,0.0l)ﬂ e
Ow, F0 Ow, §°0
Wy =W, —aw,, — O- 0— O (3.1.2.17)
[w, [ B [w, U B

For the w,, evolution, Eq. (3.1.2.13) represents the water budget over the soil layer of depth
d,. Thedrainage, which is proportional to the water amount exceeding the field capacity (i.e., wy-
W;.), istaken care of in the second term of the equation (see Mahfouf et al. 1994). The coefficient
C; does not depend on w; but simply on the soil texture.
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d. I nter cepted water

Rainfall and dew intercepted by the foliage feed areservoir of water content W;. This amount
of water evapouratesin the air at a potential rate from the fraction of the foliage covered with afilm
of water, as the remaining part 1-J of the leaves transpires. Following Deardorff (1978), we set

ddV:/, =vegR-(E, -E, )-runoff, ; 0sW <w (3.1.2.18)

where R is the precipitation rate at the top of the vegetation, E, is the evaporation from the
vegetation including the transpiration E;, and the direct evaporation E, when positive, and the dew
flux when negative (in this case E;, = 0), and runoff, is the runoff of the interception reservoir.
This runoff occurs when W, exceeds a maximum value W, depending upon the density of the
canopy, i.e., roughly proportional to veg LAI. According to Dickinson (1984), we use the ssmple
equation:

W

r max

=02veg LAl (mm) (3.1.2.19)

e Subgrid-scale runoff

The model for subgrid-scale runoff of precipitation reaching the ground is based on the so-
called Nanjing model (see Wood et al. 1992, Habets and Noilhan 1996). According to this
technigue, each model grid area (with soil, not water) is supposed to include a set of subgrid
reservoirs with an infinite range of infiltration capacity (continuously varying from O to a
maximum value i,,). Supposing that precipitation falls uniformly over each subgrid-scale
reservoirs, it is possible to show that the runoff is:

RO™ O 00
Runoff -I%+ D]ZIL—.l — (1- .lD (l (3.1.2.20)
b,+1@ (N O i,0
m m m E
where
in=(1+h) w, d,
% D W, le (3.1.2.21)
_1_ —_
U Wy, D

and b, is an adjustable parameter (Whlch should be different for each grid point). In the current
version of ISBA, b,=1 everywhere. One should also note that there is no runoff, of course, when

R,=0.
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f. Snow
The evolution of the equivalent water content of the snow reservoir is given by
W,
&o"ts =R; —E; —mdt (3.1.2.22)

where Rsis the precipitation of snow, and Egis the sublimation from the snow surface.

The presence of snow covering the ground and vegetation can greatly influence the energy
and mass transfers between the land surface and the atmosphere. Notably, a snow layer modifies
the radiative balance at the surface by increasing the albedo. To consider this effect, the albedo of
SnowW Qs is treated as a new prognostic variable. Depending if the snow is melting or not, as
decreases linearly or exponentialy with time.

If thereisno melting (i.e., melt = 0):

At RAt
as(t)=aq(t-At) -1, —+ O ~Aspmi
S( ) S( ) a T Wcrn ( smax smin (31223)
asmin Sas Sasmax

where 1, = 0.008 is the linear rate of decrease per day, dsmin = 0.50 and dgmax = 0.85 are the
minimum and maximum values of the snow albedo.
If thereismelting (i.e., melt > 0):

as(t) = |EJS (t-At) _aSmin] eXpE'Tf %E"’ Aspmin + %@Smax _aSmin)

Agpin SO0g <A

Smin —

(3.1.2.24)
Smax
where 1;= 0.24 is the exponential decrease rate per day. Of course, the snow albedo increases as
snowfalls occur, as shown by the second terms of Egs. (3.1.2.23) and (3.1.2.24).

The average albedo of amodel grid-areaiswritten like this

a, = (1— pm)a + Py (3.1.2.25)
Similarly, the average emissivity & isaso influenced by the snow coverage:
g =(1-p, )e+p,e (3.1.2.26)

where g5 = 1.0 is the emissivity of the snow. Thus, the overall albedo and emissivity of the
ground for infrared radiation is enhanced by snow.

Because of the significant variability of thermal properties related with the snow compactness
[see EqQ. (3.1.2.6)], the relative density of snow ps is also considered as a prognostic variable.
Based on Verseghy (1991), psincreases exponentially at arate of 1; per day:
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ps(t) = [ps(t —At) _IOSmaX] eXpE—Tf %E" Psmax T I?/S\;/ft Psmin

Psmin < Ps S Pma

where Pgrin = 0.1 and pgnax = 0.3 are the minimum and maximum relative density of snow.
Finally, the average roughness length zy; is

Zoow = (L= P Vo * P % (31.2.28)

(3.1.2.27)

where
W,

— S
Poeo =0+ W, + 07,
Here, Bs=0.408  m™ and g = 9.80665 m s are physical constants, whereas zy is the roughness
length of the snow. For more information concerning the parameterization of snow in ISBA, the
reader isreferred to Douville (1994) and Douville et . (1995).

(3.1.2.29)

g. Surface fluxes

Only one energy balance is considered for the whole system ground-vegetation-snow (note
that a second one is needed for the water surfaces, as discussed in the next section). As aresult,
heat and mass transfers between the surface and the atmosphere are related to the area-averaged
values Tg,¢ and w.

The net radiation at the surfaceis

R =Fs(l-a)+¢ (FS‘ ~Og T ) (3.1.2.30)
where Fg, Fy are the incoming solar and infrared radiation at the surface, and og is the Stefan-
Boltzmann constant.

The turbulent fluxes are calculated by means of the classical aerodynamic formulaes (see
section 2). For the sensible heat flux:

H=p,c,Cru (T, -T.) (3.1.2.31)
where ¢, is the specific heat; p,, and T, are respectively the air density, and temperature at the
lowest atmospheric level; and C; isthe drag coefficient depending upon the thermal stability of the
atmosphere.

The water vapour flux E is the sum of the evaporation from bare ground (i.e., Ey), from the
vegetation (i.e., E,), and from the snow (i.e, Eg):
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LE=LE, +L,E, +LE,
E, = (1-ven)(i- Py Jo.Crt (10 (Tu) -
E, =veg (- P, )2.CrUN, (G (T ) -01,)

Es -pmpaqu(qsat( Tart) — qa)

where L, and L; are the specific heat of evaporation and sublimation, gsx(Tsf) IS the saturated
specific humidity at the temperature Tg,, and g, IS the atmospheric specific humidity at the lowest
model level.

The relative humidity h, of the ground surface is related to the superficial soil moisture wy
following

(3.1.2.32)

hJ__ﬂ Coﬁ/v_"% Wy < Wy (3.12.33)

h, =1 it w, 2w
In case of dew flux when Qe (Tsurf) < Ja, hy IS also set to 1 (see Mahfouf and Noilhan 1991 for
details). When the flux E, is positive, the Halstead coefficient h, takes into account the direct

evaporation E, from the fraction of the foliage covered by intercepted water, as well as the
transpiration E;; of the remaining part of the leaves:

h, = (1-9) +0

&+R
£ =veg(1-p,, > @w(rJ %) (312.34)

E, =veg(L- pw)i(q,m( Tort) ~ qa)

When E, is negative, the dew flux occurs at the potential rate, and h, = 1.
Following Deardorff (1978), dis a power function of the moisture content of the interception
reservoir:

5:DHN—W E% (3.1.2.35)
1

The aerodynamic resistance is R, = ( Gy V, )'1. The surface resistance, Rs, depends upon both
atmospheric factors and available water in the soil; it is given by:

I:\)Smin
= 1.2,
Rs F,F,F,F, LA (3:1.2.36)

24



RPN PHYSICS SCIENTIFIC DESCRIPTION

with the limiting factors F4, F», F3, and F4:

- f+ RSm%SW

1+ f
W, =W,

F=2—  with 0<F,<1 (3.1.2.37)
f

¢ Wwilt
1=y (0 (To) - )
F, =1-16x10°(T, -29815)

where the dimensionless term f represents the incoming photosynthetically active radiation on the
foliage, normalized by a species-dependent threshold value:

Fs

Fs 2
f = O.SSEW (3.1.2.38)

Moreover, yis a species-dependent parameter (see Jacquemin and Noilhan 1990) and Rgyay IS
arbitrarily set to 5000 sm'™.

The surface fluxes of heat, moisture, and momentum that serve as boundary conditions for
the vertical diffusion are written in the following way:

— H
(\Nlel)s = T
P, Cp a; Qa

(W_q)wrf = 5 (3.1.2.39)

|msurf = C'\z’l t\/a

where w is the vertical motion, 6, isthe potential temperature at the lowest atmospheric level. The
primes and overbars denote perturbation and average quantities.

2 2

:u*

h. Fluxes over water surfaces
The ISBA scheme also considers the case of partial coverage of the mesh areas by land and
water. In this case, the fluxes are calculated for both types of surfaces, and the overall fluxes are
derived from areal averaging following:
F=MxF, +(1-M)xF, (3.1.2.41)
where F, F4, and F,, are the fluxes over the complete mesh, the ground, and the water surfaces,
respectively, and M is the land-water mask (i.e., fraction of land in one grid-area).
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Table3.1.2 Primary and secondary parameters

Primary parameters

SAND Sand percentage of soil
CLAY Clay percentage of soil
Vegetation type
M Land-water mask

Secondary parameters

Waat Volumetric water content at saturation
Wit Volumetric water content at the wilting point
Wic Volumetric water content at field capacity
b Slope of the soil water retention curve

Cosat Thermal coefficient at saturation
Cisat C, coefficient at saturation
Cores C, coefficient for wo, = Wy / 2
Cs Drainage coefficient
ap Parameters for the wye formulation
Wyeq Equilibrium volumetric water content
veg Fraction of vegetation
d, Soil depth
Ramin Minimum stomatal (surface) resistance
LAI Leaf Arealndex
C, Thermal coefficient for the vegetation canopy
Rai, v Coefficients for the surface resistance
Zom, ZoT Roughness length for momentum and heat transfers
a Surface albedo (vegetation)
€ Emissivity
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3.1.3 CLASS
a. I ntroduction

The name CLASS stands for 'Canadian LAnd Surface Scheme', a scheme built by Diana
Verseghy (1991) and Verseghy et a. (1993) for the Canadian climate model. There has been a
number of changes since these original papers, and the present documentation describes the
version RPN 2.7. Thisversion is based on the official version 2.6 but contains several elements
developed at RPN by Yves Delage, Jean-Marc Bélanger, and Bernard Dugas, that have not been
included in the official version. The most detailed description of CLASS, with emphasis on the
actual code, has been produced by Jean-Marc Bélanger (1997). The impact of CLASS and the
importance of initial soil moisture content has been studied by Delage and Verseghy (1995) in the
spectral model.

Each surface point processed by CLASS is independent of any other, so that CLASS
naturally fits into the physics library. In PARAM4 of V3.5.4, CLASS is called by the interface
CLASS270 which overwrites some of the outputs of CLEMULG6. There also existsin the library
a column driver called RUNCLASS. CLASS270 first separates ocean points from land points
and treats only the latter. Land pointsinclude continental glaciers but not oceanic ice.

This document looks at the structure of CLASS, reviews the inputs and the outputs, and
describes the main features of the soil, the surface, and the vegetation sub-models.

b. Structure

CLASS has three soil layers in which the mean temperature, the liquid water content and
the ice content evolve intime. In the present version (RPN 2.7), the thicknesses of these layers are
the same for each point. The standard values of these thicknesses are: 0.10 m, 0.25 m, and 3.75
m, but Delage et a. (1998) recommend that the layer thicknesses be chosen such that the root zone
occupies complete layers and not part of one layer. In the soil, heat is transferred by conduction
while moisture flux follows Darcy's law. Infiltration of rain water as well as phase changes are
also modeled. The surface drives the soil variables by imposing boundary conditions.
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The interface between the surface and the soil for each grid point is done on a maximum of
four sub-areas. bare soil, vegetation, snow over bare soil, and snow with vegetation. Each of the
above sub-areas shares the same soil variables, but this aspect is presently under revision since it
can lead to unrealistic situations. Hence, CLASS may be said to use the mosaic approach except
that all sub-areas have the same soil. The simplest sub-area is bare soil: solar radiation is
absorbed as a function of soil color and wetness, evaporation is calculated by one of three optional
schemes, atmospheric resistance follows Monin-Obukhov's similarity theory, water infiltrates the
soil or is retained on the surface as ponding or is evacuated as runoff. The snow sub-area
introduces an extra layer of variable thickness on top of the soil. Snow changes in temperature,
albedo and density take place together with other processes such as melting, refreezing, and
percolation of rain water. A vegetation cover introduces many additional processes, to be
described below. In CLASS, vegetation has its own temperature, heat capacity, roughness, can
hold water and snow, modifies the evaporation (transpiration), and can extract moisture from
deeper in the soil than bare soil. Snow can partly or entirely cover vegetation.

The two sub-areas containing vegetation (with and without snow) are themselves a
composite of four types of vegetation: needleleaf trees, broadleaf trees, crops, and grass. Each
vegetation type givesrise to a particular treatment of certain processes or parameters. For example
needleleaf trees intercept radiation differently from broadleaf trees; crops and grass grow in mass,
height and in leaf area, while trees grow only in the latter. As described below, the input
parameters refer to each of the above vegetation types. Therefore, when entering CLASS, some
aggregation of parameters has already been done. For example, in agiven grid point, ‘crops may
be composed of several crops with different albedoes, heights, leaf area indexes, etc. This
aggregation is done once in a separate subroutine called at the beginning of the forecast. A second
step of aggregation is done inside CLASS when preparing the composite vegetation (for example,
the albedo, the roughness length, or the standing mass) from each of the four types. Finally athird
stage of aggregation is done on the results of the four sub-areas to produce a grid-point average of
atmospheric and ground fluxes.
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C. Surface parameters (inputs)
cl Sl

The current version of CLASS uses four parameters for specifying the soil type:

parameter name values

- sand index lsand (1to 18)

- clay index lclay (1to12)

- color index lcolor (1 [dark] to 12 [pal€])
- drainage factor.

Inside CLASS270, sand and clay indices are given the same values for each soil layer. In future
versions, information on the texture of each soil layer will be entered separately. Sand and clay
indices are related to the mass welghed percentages of soil by the following relationships:

lsand = NINT( MIN(% of sand - 17) / 5, 15) ) (3.1.3.1)

Iclay = NINT(MIN(% of clay +2)/5,12)). (3.1.3.2)

They are used to define soil parametersin look up tables (see Table 3.1.3.1). The color index is
used to define the ground albedo. The drainage factor multiplies the water flux calculated at the
bottom of the third layer; it is set to zero, for example, in the presence of an impervious layer.
Isand and Icolor are aso used to identify specific types of land surface:

land type Isand Icolor

solid rock 16

organic matter 17 (3.1.3.3
glacier 18 32

30



RPN PHYSICS SCIENTIFIC DESCRIPTION

c.2  Vegetation

As indicated above, there are four types of vegetation: needleleaf trees, broadleaf trees,
crops, and grass. A fifth type of 'vegetation' is reserved for urban areas. For each of the five
types, the following parameters are defined at each grid point:

parameter symbol units
- fractional coverage f

- mean diurnal albedo for visible and near infrared a5, O R

- roughness length for momentum Zom In(m)

and for the first four types (true vegetation):

parameter symbol units

- minimum and maximum leaf areaindex N

- mass We kg m-2
- rooting depth zy m

If the sum of the fractional coverage of all typesislessthan 1, the remainder is assume to
be bare soil, to which the parameters are given predetermined values. One can use, for example,
the urban type to define a roughness of bare soil different from the specified one. The roughness
length for scalars (heat and moisture at present) is calculated from the roughness length for
momentum using ratios dependent on the vegetation type (see sectioni.1). The roughness length
for momentum is also used to calculate the height of the vegetation by multiplying by 10; it is used
for example to calculate the masking effect of the snow pack. Leaf areaindex may change during
the integration within the range set by its minimum and maximum values following the growing
season. Similarly, the roughness length, the mass, and the rooting depth are the maximum values
at full grown stage. For short range integrations, actual values (valid now and for the next few
days) can be fed to CLASS by setting the growth variable = 1 (see section d.2 below).
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Table 3.1.3.1 Some parameters depending on soil texture

Index value Kest 6, b Wt
Soil index | sand | sand loiay | sand
Units ms1lx106 m

1 2.00 0.461 3.39 0.391
2 2.39 0.455 4.18 0.336
3 2.85 0.449 S5.77 0.289
4 3.39 0.442 6.57 0.248
5 4.05 0.436 7.36 0.214
6 4.84 0.430 8.16 0.184
I 5.76 0.423 8.95 0.158
8 6.86 0.417 9.75 0.136
9 8.19 0.411 10.54 0.11t
10 9.76 0.405 11.34 0.101
11 11.6 0.398 12.13 0.0865
12 13.9 0.392 0 0.0744
13 16.6 0.386 0.0639
14 19.8 0.379 0.0550
15 23.6 0.373 0.0473
16 0 0 100000000
17 2.00 .800 0
18 0 1.000 0
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c3 Other

parameter symbol units
- land-sea mask

- roughness length of topography ZoM topo m

The land-sea mask is used to gather the land points before processing them by the main
subroutines of CLASS. The roughness length of sub-grid scale topography is added to the

average roughness length for momentum after the roughness length for scalars has been
calculated.

d. Prognostic variables (inputs and outputs)

dl Sl

Three variables define the evolution of each soil layer:

variable symbol units
- mean temperature T K
- liquid water content 6, % per volume

- solid water content

D
n

% per volume

Note that T, 6;, and B are mean quantities and that the surface temperature Ty, is not a

prognostic variable; it is calculated for each sub-area by solving the energy balance equation (see
section j).
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d.2  Canopy

Four variables define the evolution of the canopy:

variable symbol units

- temperature Te K

- liquid water storage W kg m2
- solid water storage Ws kg m2
- growth index y 0.to1.

Rain and snow can accumulate on the canopy up to a limit dependent on vegetation type. This
water is depleted by evaporation. The growth index sets the evolution stage of the vegetation
during its annual cycle. It has avalue of 1 during periods when the vegetation is mature or fully
leafed, and avalue of O during dormant or leafless periods. The transition is linear and the onsets
aretriggered by temperature and latitude (the latter for crops only).

d.3  Show pack

Four variables define the evolution of the snow pack:

variable symbol units

- temperature Ts K

- mass kg m-2
- density Ps kg m-3
- dbedo Os

Snow depth zgis calculated from snow mass and density.
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e Variablesinteracting with the driving model

el Inputs

At each timestep, CLASS requires the following inputs from its host mode!:

variable symbol units
- wind components at top of surface layer Ug, Vg ms1
- temperature at top of surface layer Ta K
- specific humidity at top of surface layer da kg kg1
- incoming solar radiation in visible band K vis W m-2
- incoming solar radiation in near infrared band K, niRr W m-2
- diffuse part of incoming solar radiation K 4 W m-2
- incoming long wave radiation FL W m-2
- cosine of zenithal solar angle Cos Zs
- precipitation rate R ms1
- surface pressure
- height of top of surface layer Za m

e2  Outputs

Thislist contains the outputs of CLASS that influence the driving model directly, or
indirectly by affecting other modules of the physics; they represent grid-averaged values and their
calculations are described in section .4

variable symbol units
- surface sensible heat flux H W m-2
- surface latent heat flux LE W m-2
- surface drag coefficient Cwm ms1
- surface albedo Oyvis: O NIR
- surface radiative temperature Ts K
- wind components at 10 m Ug,Vyg msl
- temperature at 1.5 m Tss K
- specific humidity at 1.5 m Jsl kg kg1

35



RPN PHYSICS SCIENTIFIC DESCRIPTION

The surface fluxes and drag coefficient serve as boundary conditions to the vertical diffusion
module. The albedo is used by the solar radiation scheme while the surface radiative temperature
is used by the long-wave radiation module to calculate the upward flux. The surface-layer
variables are presently used in GEM to feed the surface node.

f. Diagnostics (outputs)

A number of diagnostics that do not have a feedback on the model are available for output.
Some of them may eventually be used to drive other models such as hydrological models. Hereis
anon-exhaustive list of those outputs that are now available (others can be added if need arises):

f.1  energy budget components such as:

- radiation absorbed by the ground

- radiation absorbed by the vegetation

- radiation absorbed by the snow

- sensible and latent heat from the ground

- sensible and latent heat from the vegetation
- sensible and latent heat from the snow

f.2  water budget components such as.

- overland runoff

- drainage runoff

- liquid and frozen precipitation falling on canopy

- liquid and frozen precipitation reaching the ground
- evaporation from bare soil

- evaporation from liquid and solid canopy water

- sublimation from snow cover

- transpiration from canopy

- dripping water from canopy

- melting from snow pack
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0. Soil processes

0.1 Temperature

Assuming that lateral heat flow is neglected, the one-dimensional heat conservation
equation is applied to each layer i to obtain the change in average layer temperature T; :

n+l

T :Tin+[ G, -G

] anAt; +S, (3.1.3.4)

wherecj isthe soil volumetric heat capacity of thelayeri of thickness Az (calculated from the heat
capacities of soil liquid water, ice, minerals, and air present in the layer and weighted according to
their respective volume fractions), Gj-1 and Gj are the soil heat flux at the top and bottom of the
layer (positive downward), nisthetimelevel, andS. is a correction term applied in case of freezing

or thawing, or the percolation of ground water. The soil heat flux, G", is defined as:

G =-A— (3.1.35)

dz

where A is the soil thermal conductivity; it is obtained by interpolating between its saturated and
dry values according to the relative moisture content. Values of A for typical substances are given
in Table 3.1.3.2. The temperature gradients at the interfaces are calculated assuming quadratic

profiles within each layer and continuity of both the temperature and its vertical derivative at each
interface.

When snow is present, an extra layer of thickness zgis introduced above the surface; the
heat capacity of snow, ¢, iscalculated from c, , the heat capacity of ice, and the densities of snow
andice, p, and p,, respectively:

p
C,=C, —. (3.12.3.6)
P
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Table3.1.3.2 Thermal conductivity, volumetric heat capacity and roughness length of
various substances or surfaces.

A c ZHm
Units wmlk-1 Jm3K-1 m

Water 0.57 4,187 x 106

lce 2.24 1.96 x 106 .002
Sand 8.0 2.13 x 106
Clay 2.5 2.38x 106

Bare soil .01

Snow .001

0.2 Moisture

The average volumetric liquid and frozen moisture contents, 8,; and 8 ;, are modelled for
the same three soil layers as for the temperatures to alow coupling between soil temperature and
water content. Again, one-dimensional water conservation equation is used to each soil layer to
model the depth-averaged volumetric liquid content and the liquid water flow rate. The derived
finite-difference approximation is of the form:

n+l

0, =6+ [Fifl - EH]AAZT' (3.1.3.7)

whereF", and F" represent the liquid water flow rates at the top and bottom of the layer i,
n+l

respectively. A changein 8;,; occursif the predicted valueof T; is greater than 0 °C whileice
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n+l

ispresent in the layer, or if the predicted T;  drops below 0 °C while the volumetric liquid water
content is greater than alimiting value of 0.04.

Except for the surface liquid water flow rate, F(0) , discussed below, the Fj terms are
calculated according to the Darcian equation for one-dimensional fluid flow :

My, O
E =k gdiz g (31.38)

where kj represents the hydraulic conductivity and can be expressed as.

2b+3)

|$I i
ki =kg =0 (3.1.3.9)

p

where ksat is the saturated hydraulic conductivity, 6] j is the soil water content at the interface
between layers i and i+1, and b is a soil texture parameter (Clapp and Hornberger, 1978)
determined by the clay index. ;in (3.1.3.8) isthe soil water suction and is calculated as:

0, 0
U, =0 -0 (3.1.3.10)

p

where sgt is the effective saturated soil water suction. 6y , ksat , and szt are determined from

the sand index following Clapp and Hornberger (1978) and are given in Table 3.1.3.1. At the

bottom of the layer 3, % is assumed to be zero, Using the derivative of (3.1.3.10), (3.1.3.8)

can be rewritten as;

O by, d§,; O
F =k e —1 11, (3.1.3.11)
] 6” dz 0

where 6 j is approximated as the simple arithmetic average of 6,; and 6, .1 in the layersi and

. do, , . .
i+1, and ———isdefined as:
dz

39



RPN PHYSICS SCIENTIFIC DESCRIPTION

d, _6,,-6,01 10 (3.1.3.12)
dz 2 hzg Azf

If the rainfall rate, R, exceeds the evaporation rate and the soil is permeable, infiltration
takes place at the ground surface. Thisinfiltration rate defines F(0) in (3.1.6), and islimited by I|im

O [l
lim = k@T@ (3.1.3.13)

O
wherek isthe hydraulic conductivity behind the wetting front and is estimated as 0.5 kgt . The yf
term represents the pressure head across the wetting front, and is defined as:

w, = b¥eke “Vaka (3.1.3.14)
k@+$
where kg is the hydraulic conductivity of the layer in which the wetting front occurs. The depth of

the wetting front z is calculated as:

Zt =R . (3.1.3.15)

When the rainfall rate exceeds the evaporation plus l|im , water is retained at the surface
(ponding) up to a maximum amount depending on the surface type. It is 10 mm over forests, 3
mm for crops and grass, 2 mm for bare soil, 1 mm for rock, and zero for glaciers. Note that
surface ponding in vegetated areas constitutes an additional reservoir below the water and snow
stored on the canopy; these are proportiona to the leaf areaindex.
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h. Radiation
h.l1  Albedo
a) bare soil

The albedo of bare ground ag depends on the surface volumetric liquid water content 8] o,
obtained by linear extrapolation of 8, ; and 8, ,. Itisdefined as:

O(g=O(dry 9|0SO.04

a —-a a —-a
ag:elowe‘Tﬁdrywdry—We‘Tdry 0.04<6,,>0.20 (3.1.3.16)
Og = Oye 6, =20.20

where awet and adry are the limiting wet and dry soil albedo for a given soil texture (interpol ated
from data given in Wilson and Henderson-Sellers, 1995):

Oy =015+ 0.35'00'2—3_1

Oyt = 0.06+ %. (3.1.3.17)

The surface albedo in the near-infrared band a g+ g IS assumed to be twice that in the
visible band a g, \ys; With the assumption of equal partition of the incoming solar radiation

between the two bands (strictly applied in the present state of our physics library where a one-band
model is used), this gives:

N

Osurfvis = 3 Ag

w

4
Asurf,NIR :gag- (3.1.3.18)

If the surface is snow covered, the snow albedo should be used instead.
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b) snow

The snow albedo as theoretically depends on grain size as well as density. The rate of

growth of snow grainsis, however, a complicated function of water vapour movement, the initial
snowflake geometry, and freeze-thaw cycles. The magnitude of asis assumed here simply to

decrease exponentially with time from a fresh snow value of 0.84. If no melting occurs during the
time step, the lower limit of asis0.70:

o Lon 001 At O
art =a7 -070] &P 3505 1 07O (3.1.3.19)

while, if melting occurs, the lower limit becomes 0.50:

i Lon -001At [
al =|a? - 050] P T 3505 1 0 (3.1.3.20)

Note that specular reflections and variation of aswith solar zenith angle are ignored, as these only
become important for melting or refrozen snow and for large zenith angles. A snowfall refreshes
the albedo back to 0.84.

The surface albedo of snow in each spectral band is calculated in a similar fashion as for
bare soil:

2
asurf,VIS - gas

4
GSUI’f,NlR 250(5. (31321)

C) canopy

The four broad vegetation groups within the canopy-covered subareas of each grid square
(needleleaf trees, broadleaf trees, crops and grass) are characterized by a distinctive forms of
canopy architecture. They are therefore treated separately, and their effects are averaged to obtain
“composite canopy” values of the albedo and of the transmissivity.
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Canopy abedo theoretically varies with both zenith angle of incoming radiation and the
average leaf angle distribution. For trees, field observations show that diurnal variationsin total
albedo, and thus its dependence on solar zenith angle Zg, are dight, and therefore the instantaneous
values of visible and near-infrared albedo are simply taken to their average observed values. For
crops and grass, the all-wave canopy albedo is given by the diurnal average (as for trees) for the
diffuse part of the solar radiation (cloudy sky), but for the direct part it is given by

9 cosZ,<0.5

a,,=—=s—or,
° 05 +cosZ,
(3.1.3.22)

q..=a CEo.5+ ;E cosZ; = 0.5
’ 0 1+2cosZ

S

For partly cloudy skies, interpolation between the direct part o ;and the diffuse part a  is done
according to the relative magnitudes of the fluxes of incident direct and diffuse radiation, K | and

K

id T

a. = aC,DKiD +aC,D Kld
Cc
KLD + Kld

(3.1.3.23)

The total canopy albedo, a_, is partitioned into its visible and near-infrared components by

assuming that since leaves absorb strongly in the visible portion of the spectrum, canopy albedo
will be small in this range, and can be assumed to vary negligibly on adiurnal time-scale. Thus,
for crops and grass aswell asfor trees, the visible albedo is assigned to its average value :

ac,\/IS ch,\/.s . (31324)

The near-infrared albedo can then be obtained as a residual, from the total and visible canopy

albedos and the incident visible and near-infrared fluxes K . and K | . :

— aC[KLVIS +K, NIR] —a vsK s
T onr = .
K. nir

(3.1.3.25)
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h.2  Transmissivity of canopy for solar bands

Radiation transmission within the canopy is a much stronger function of zenith angle than
albedo and furthermore is dependent on leaf area index A, since for a complete canopy cover,

reflection back to the atmosphere originates near the vegetation tops, whereas transmission is
controlled by the bulk canopy structure. The total transmissivity 7 of the canopy is calculated

using aform of Beer’slaw of radiation transfer in non-scattering media:
7. =expt™, (3.1.3.26)

wherek is the extinction coefficient, and is defined in the case of clear skies for the four main
canopy types as.

k,= — needleleaf trees

CosZ,
k,=04 broadleaf trees, full canopy

08
= broadleaf trees, leafless (3.1.3.27)

CosZ,
k,= 04 : crops and grass

CosZ,

In the visible range, scattering is less important because of high leaf absorptivities. Thus, for
visible radiation, larger values of coefficients are found than for the total solar spectrum. The
following results were obtained for the four vegetation types :
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04
= needleleaf trees
s cosZ,
Kws =07 broadleaf trees, full canopy
Kows = 08 broad|eaf trees, leafless (3.1.3.29)
MS COSZS y .1.O.
05
= crops and grass
Ko cosZ, psandd

The clear-sky transmissivity of the canopy for near-infrared radiation is calculated as aresidual,
using the following equation:

T K e + K ] -ToousK
Toour = 'D[ S I‘(“'R] e vs (3.1.3.29)

I NIR

Under cloudy skies, the hemispheric distribution of the diffuse short-wave radiation is

modelled using the generally accepted “standard overcast” distribution where the short-wave
radiation, D(Z,), emanating from a sky zenith angle Z_, is approximated as:

D(Z,) = D(O)H iisl‘;(;sz Q. (3.1.3.30)

The above equation must be integrated over the sky hemisphere to obtain the cloudy-sky visible
and total transmissivities 7. ,,s and T, respectively. A simple weighting calculation can be
found in Verseghy et a. (1993). The cloudy-sky near-infrared transmissivity is again obtained as
aresidual asin the above equation:

T . lK s K -7 K
Teonr = C'D[ — |L<NIR] L (3.2.3.31)

I NIR

The visible and total canopy transmissivities for partly cloudy skies are estimated using
equations analogous to (3.1.3.23) for the albedo.
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h.3  Transmissivity of canopy for long-wave radiation.

The transmissivity of canopy in the long-wave band X (also called the sky view factor) is
defined by an equation similar to (3.1.3.26):

x=e", (3.1.3.32)
with k given by:

k=05 needlelesf trees

k=15 broadlesf trees

k=0.8 crops and grass.

i Turbulent fluxes
i1 Roughness lengths

The roughness length for momentum zgy is input for each vegetation type. Thisvalueis
valid for plants at maturity; in the case of crops and grass, the roughness length is recalculated
according to the current height of the plant. The roughness length for heat and moisture zgT is
calculated from zg\ according to the following rules:

Zo7 = ZOTM trees

Zyr = 207'\" crops

Zy7 = Zf_gﬂ grass (3.1.3.33)
Zor = ZOT'V' bare soil.

Three types of averaging over the four vegetation types are available: logarithmic, linear, and

blending height (see Delage et al., 1998). The default value for this version is the latter, with a
blending height zn = 50 m. The average z,, is calculated in the following way:
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1 f;

- i 31334
R AP I (31339

ZoMm LHMi

where the fj are the fractional coverage of each vegetation type. The same averaging schemes are
used to aggregate bare soil or snow cover with the urban type. zy7 is calculated from the zg7i in
the same way as zy,,. The roughness length due to subgrid scale topography is added to zy), :

Zomeff = Zom * Zom,opo- (3.1.3.35)

i.2 Transfer coefficients

The drag coefficient Cy, ' and the transfer coefficient for heat and moisture Cr ' are defined
in CLASS as (note that Cy, ' and Cy ' are different from Cy and CT: in section 2) :

O
] K UJ ( )
Cy' =0 T O 3.1.3.36
@n Za T DM eff w,, H
oM, eff
and
O [0 O
Cr % k % K . (3.1.3.37)
= — [} .1.0o.
n’at fomef + Wy, %nzalz‘” +kPT%
oM, eff L1

where k isthe Von Karman constant (=0.4) and Wy, and ¥; aretheintegrated stability functions
for the surface layer for momentum and heat/moisture, respectively. These functions are from
Abdella and McFarlane (1996) and dlightly differ from those described in Chapter 2. The reason
for keeping the original formulations of Abdellaand McFarlane (1996) used in the official version
of CLASS instead of the surface layer functions of the RPN physics library is computational
efficiency, since CLASS requires calculating the transfer coefficients many times per time step.
The formulation is an approximation to that of Dyer (1974) for the unstable case and that of
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Beljaars and Holtslag (1991) for the stable case. Now, the formulations described in Chapter 2
have been shown by Delage and Girard (1992) to be close to the standard formulations for the
unstable case (which Dyer's (1974) is representative of) and also close to the formulation of
Beljaars and Holtdlag (1991) for the stable case (Delage, 1997). Both formulations of CLASS and
of RPN standard physics share the same values of two important parameters, the Von Karman
constant and the Prandtl number (=.85). (Recent investigations (Delage et al., 1998) revealed
inadequacies of Abdella and McFarlane's (1996) formulation related to the impact of zgtr on Cy '
and prompt us to replace it with that of the RPN physicslibrary in the next version of CLASS))

In the context of surface-layer transfer coefficients, the surface in CLASS is either the
actual ground surface, the snow surface, or the canopy, depending on the sub-area concerned.
When dealing with a vegetated sub-area, the roughness lengths, the 'surface' temperature and
specific humidity are those of the canopy; no displacement height is introduced in the formulation
so that the surface layer has the same thickness over high vegetation as over bare soil. For the
driving model, the 'surface' is where the wind is zero; therefore, strictly speaking, the roughness
length and the displacement height due to tall vegetation (or to buildings) should be added to the
model topography.

i.3 Evaporation

Evaporation or sublimation, E, from bare soil, snow surface, and from water or snow
stored on the canopy is expressed by:

E= PR(0 st — Ga) 1 (3.1.3.38)

la

where p isthe air density, gsat is the saturation specific humidity of the surface (or the canopy),
and rg is the aerodynamic resistance given by:

ra=(Cr'u.) ™ (3.1.3.39)

with U, = Ns’uaz + va2 . The coefficients a and 3 are used to specify the water availability. Inthe

case of a snow surface or water or snow on the canopy, they are both equal to 1. For bare soil,
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three options are currently available. A first option isto usethe origina formulation in the official
CLASS library and is defined with 3 = 1and o = wy, where w;is defined as:

w, = exp s (3.1.3.40)
! Er |R/\/Tsurf H T

where Ws isthe soil water suction at the surface, g is the acceleration due to gravity, and Ry isthe
gas constant for water vapour. As discussed in Wen et al. (1998), this formulation is known to
overestimate evaporation in many situations, and alternative formulations have been included in
this version of CLASS. A second option is based on Lee and Pielke (1992) witha = 1and 3 =
W,, where w,is given by:

1 = B esurf Dﬁ
W, = 2 - COSH'[ 5 % Ogurf < O (3.1.341)
H fc
w, =1 esurf 2 efc

where 6. isthe field capacity calculated using the sand index. A third option sets a = w, and
p=1

At the ground surface below a canopy, evaporation takes place as above bare soil except
that the transfer coefficient is calculated using free convection (no mean wind) regime.

i.4 Transpiration

When the leaves are not covered by water, evaporation proceeds at a smaller rate resulting
from physiological reactions of the plant to environmental factors expressed in a single parameter,
the canopy resistancerc. The processis called transpiration, Et::

E, = Plom ()], (3.1.3.42)

P 1
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with rc given by
rc = remin f(light) f(air dryness) f(soil dryness) f(temperature) (3.1.3.43)

where rgmin isthe minimum value of r¢ (and depends on the vegetation type) and the f are factors
larger or equal to 1. Resistance begins to increase when the solar input drops below 200 wWm-2,

when water vapour pressure difference exceeds 500 Pa, and when the water suction in the wettest
soil layer accessible by the roots reaches 40 m; r¢ also jumps to a high value (5000 s m-1)

whenever the air temperature is below 0 OC or above 40 OC.

] Energy budgets

At the interface between the atmosphere and the earth surface, the energy fluxes must
balance, since this interface is assumed to have zero heat capacity. In CLASS there are a
maximum of six such interfaces: bare soil, snow, canopy, canopy with snow, ground under
canopy, snow under canopy. Since most of the termsin the energy budget depend on temperature,
this variable is adjusted to balance the budget. CLASS does it iteratively for each interface and
hence produces four surface temperatures and two canopy temperatures.

j.1 Bare soil and snow

Over bare soil and snow, the surface budget is expressed as.

resid = Klv|s(l_awrf,VIS)(1_Ts) + Kl N|R(1_asurf,NIR)(1_ TS)

) , (3.1.3.44)
+FL - OTsurf - Hsurf - LEsurf - GO

where 1 is the transmissivity of the snow layer (1,=0 over bare soil), F_ the downward long-
wave flux, o the Stephan-Boltzman constant, Tsyrf the surface temperature, L the heat of
vapourization or sublimation, and Gg the ground flux (downward). The sensible heat flux Hgyrf,
here calculated at the surface using Tsyrf , has the general form:

H = pc,Cr' Ua(T =Ty - Cﬁza), (3.1.3.45)
p
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inwhich cp is the specific heat of air at constant pressure, Tg is the temperature of the air at the top
of the surface layer zg. Over snow, T isrestricted to be greater or equal to 0 OC and the residueis
used to melt the snow.

A fraction 14 of the solar flux passes through the snow layer and is absorbed at the
underlying ground surface; it is calculated as:

1 =e®5, (3.1.3.46)
where zg is the snow depth in meters.

A Newton-Raphson scheme is used to minimize the residual, resid, normally to lessthan 1
Wm2; any remaining residual is added to Go.

j.2 Canopy
For the canopy, the budget is expressed as:

resid = K\, o[1=0cvs ~ Tevis( — Oyt vis)(1— Ts)]
+K, NirlL ™ AR = To,NIR(L — gyt IR)A ~ Ts)] (3.1.3.47)
+1=X)(F + GTwrf4 - ZGTC4) +Hgyt ~He —LE.—S-M

where FL is the downward longwave flux, Hc is the sensible heat flux from the canopy to the
atmosphere (note that the sensible heat from the underlying ground Hgyrf is completely absorbed
by the canopy, but the water vapour passes through it), Ec is either the evaporation of water or
snow on the canopy, or the transpiration, calculated asin (3.1.3.38) and (3.1.3.42), Sisthe storage

of heat into the standing vegetation, and M is the heat of melting of snow on the canopy. The heat
capacity of the canopy, C,, isexpressed as:

ad
C, = c,Wc+c,W +Cc\W, (3.1.3.48)

O
where the ¢ terms are the specific heat of vegetation, water, and snow respectively, and W.is the

m]
standing mass of the composite canopy; W. is calculated by weighted averaging over the four major
canopy groups and c, is assigned avalue of 2.7x10° J kglk-1, W and W, represent the masses of
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rain and snow or ice respectively that are stored on the canopy. The solar terms and the sky view
factor x are defined above.

j-3 Surface of bare soil or snow under the canopy

For the ground under the canopy, the budget is expressed as.

resid =K \,sTevis(I— Ogyrf vis) (1~ Ts)
K, nirte, MR~ At NIR)EL ~ Ts) (3.1.3.49)
+XF+ 1- X)GTC4 - OTSJrf4 —Hgut = LEsyrt =G

j.4 Grid-averaged outputs

Interaction with the driving model requires that all outputs be aggregated to single values
valid for the entire grid square. For most of the outputs X (see list in section e.2) this is done by
weighting the contribution from all sub-areas according to their fraction of the total f:

X= fground xground + fsnowxsnow + fcanxcan + fcan+sxcan+s (3-1-3-50)

The heat flux H follows (3.1.3.50) since only one flux per sub-area contributes to the total (the
flux under the canopy is absorbed by the canopy), but for the moisture flux E, the sum of Egyrf
and Ec contributes to the grid average (note than Ec is either evaporation (sublimation) or
transpiration). For the surface radiative temperature, it is the upward long-wave flux that is
averaged, leading to the expression:

ngroundTground4 + fsnowTsnow4 D%l
Ts =0+ fcan[)(Tground4 + (1_ X)Tcan4] - (3.1.351)
E"' fcan+s[)(-|-snow4 + (1_ X)Tcan+s4] E
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32 WATER SURFACE PROCESSES

Over ice-free oceans and lakes, T4 the sea surface temperature is held constant during integration
(initial values given by climatological or analysed fields), and ¢ is specified as afunction of T at

the saturating value.

The roughness lengths zoT and zg\ are taken as equal and vary with time, as a function of air
circulation, according to the Charnock relation (Charnock 1955):
u2 .
= 5 (L5+10°<79<5+10°m) , (3.2.1)

where g is the gravitational constant and 3= 0.018, typical of a sea state characterized by mature
waves (Smith et al. 1992). Larger values of 3 (such as 3= 0.032 used in previous versions of the
Charnock relation) are more appropriate to younger waves. As discussed by Smith et al. (1992),
this parameter is strongly dependent on the sea state and is related to the wave-induced stress
through the so-called wave age parameter. Therefore, work is underway to improve this aspect of
the sea surface processes with amore realistic formulation of the sea surface roughness length, by
direct coupling with an ocean wave model such as WAM (WAMDI group 1988).
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4. GRAVITY WAVE DRAG

The drag effects due to breaking of orographically excited gravity waves are described by a so-
called gravity wave drag (GWD) parameterization scheme. Two options are available for the
GWD formulation: 1) the origina scheme described in detail by McFarlane (1987) and McFarlane
et al (1987) and, 2) amodified version of this scheme (McLandress and McFarlane 1993) referred
to as a"smooth" version (to contrast with the more "abrupt” behavior of the original scheme).

41 McFarlane (1987) scheme

The GWD scheme is based on simplified linear theory for vertically propagating gravity waves
generated in statically stable flow over mesoscale orographic variations. It makes use of a
representation of the subgrid-scale orography for exciting the mesoscale gravity waves. It also uses
the wave saturation concept proposed by Lindzen (1981) to determine the vertical structure of the
wave drag force.

The effects of GWD on the horizontal wind V are represented by:

=-n i(M U, (4.1.2)

GWD 0o

ov
ot

where n isaunit vector parallel to the mean flow at areference o level near the surface (here the
second lowest model level is chosen) and U = n +V isthe local wind component parallel to that at

the reference level.
The quantity M is defined as:

M:GGLAZ

A (4.1.2)

where H is the local density height scale, N is the Brunt-Véisala frequency and a denotes the
product Eue he?/2. Here, 1 and h, are representative values of horizontal wavenumber and

amplitude for a typical wave and E is an efficiency factor less than unity. The quantity Eud/2 is
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given afixed value and is regarded as a tunable parameter (=8x10-mr1). The wave amplitude h, a

the reference level is defined in terms of the subgrid-scale orographic variance (chosen here as
twice the standard deviation associated with the unresolved orography). The value of h is further
constrained so that the local inverse Froude number F does not exceed a critical value F.. (given a

fixed value of 0.5). The constraint accounts crudely for the effects of blocking.

The wave amplitude, A, is such that the wave momentum flux, MU, isindependent of o except in
wave saturation regions where A is chosen such that:

AN -4 4.1.3
FeU ™ (4.13)
Hence, in those regions
_ o, FEU?
M=ao NE (4.1.4)

Finite differencing is used in the vertical and a semi-implicit time stepping scheme is used in
conjunction with this procedure. Above the uppermost model level and below the reference level,
the wave momentum flux is constant and, therefore, the drag force vanishes. This amounts to
allowing wave energy to escape through the top of the model, if acritical level isnot encountered
within the model domain. Although thisis not entirely consistent with the saturation hypothesis, it
is consistent with the handling of the upper atmosphere in the model and with the treatment of
radiative heating above the uppermost model level.

4.2 Modified scheme (McL andress and M cFarlane 1993)

A disadvantage of the McFarlane (1987) parameterization is that the vertical momentum flux
associated with mesoscale gravity waves, MU, changes discontinuously at a breaking level,
denoted by zg, leading to unrealistic behavior because the wave response is not likely to be
monochromatic. This may also affect other aspects of the parameterization aswell. For example,
in regions where the orography is of arolling nature rather than a series of ridges, an azimuthal
spectrum of waves may be excited. Those with orientations at large angles to the reference level
flow will break at lower levels, despite having much smaller associated values of Reynolds stress.
The turbulence associated with saturation of these waves may lead to some damping of
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unsaturated waves. Furthermore, nonlinear interactions among the waves may lead to excitation of
waves with smaller vertical scalesthat are more prone to breaking.

Consider a situation in which the local inverse Froude number at the reference level Fj islessthan
F.and F initially decreases with height, reaching a minimum value, F,, at z,, Abovethat point F
increases monotonically with height such that F > F. for z> z5. In McFarlane (1987), wave
breaking occurs at the level where F exceedsiits critical value, F, which results in a discontinuous
change in the flux. Regions where F increases with height are those in which the presence of a
gravity wave causes isentropes to become increasingly vertically steep (and vice-versa), the
breaking level being where the isentropes are sufficiently steep for convective overturning to
become effective at limiting the amplitude of the wave. If wave damping below this level is
associated with breaking of waves of shorter vertical wavelengths, it seems reasonable to assume
that such aprocessis likely to be more effective in regions where F isincreasing with height. This
notion has been used in McLandress and McFarlane (1993) to assume that, in those regions, the
wave amplitude, A, decays exponentially with height. Thisleadsto

MU = (MU) if z<zy
(4.2.2)
F2

MU= (MU)p — ¢
(Fc - Fm + FP?

if 2>z, ,

so that the vertical momentum flux isindependent of height in the region where F(z) decreases.

This formulation can be generalized to consider cases in which there are multiple regions of wave
damping associated with nonmonotonic vertical variations of F. It yields a smooth vertical
variation of the wave drag while ensuring that the saturated wave limit is approached when F >>
F.. Asaresult, the gravity wave begins to break at relatively low Froude numbers below F,
instead of higher up in the atmosphere as in the abrupt formulation of McFarlane (1987).
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5. DEEP CONVECTIVE PROCESSES

Several options are available to represent deep convective processes. 1) the classical moist
convective adjustment procedure introduced by Manabe, 2) two Kuo-type schemes, 3) a so-called
Kuo-symmetric scheme, 4) the relaxed Arakawa-Schubert scheme, 5) a version of Fritsch-
Chappell scheme, and 6) the Kain-Fritsch scheme.

51 Manabe convective adjustment scheme

Thisisaversion of the classical Manabe-type moist convective adjustment scheme, described by
Daley et al (1976).

The scheme removes an increasing part of the conditional static instability by mixing adjacent
temperature levels, such that the final lapse rate is less than the dry air adiabat, the saturated air

adiabat or atransitional combination thereof, depending on the humidity of the layer (the transition
begins at acritical relative humidity he), and provided that a column-representative vertical motion

isupward (o< 0at 0=0.7)). To respect this condition, the bottom of the conditionally unstable

layer is cooled, whereas the top of the layer is heated. During the cooling, the relative humidity is
maintained constant.

During the convective adjustment process, we try to transport excess moisture upward to maintain
amoist state (relative humidity > hy) in the part of the layer that warms until the relative humidity

is uniform throughout the layer. The remaining excess moisture is condensed as convective
precipitation, producing a net heating of the adjusted layer.

52 Kuo-type schemes

The Kuo-type of schemes (Kuo, 1965, 1974) for parameterizing deep convective activity is
included in the RPN physics package for many years now. It ismaybe for this reason that alarge
number of versions (three to be exact !) of this scheme are available in the physicslibrary. Two of
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these versions, named KUO and KUOSTD, are based on the work of Geleyn (ECMWF, 1984)
and differ only in their treatment of microphysical processes. The other version of the KUO
scheme (called KUOSUN) has been devel oped by Sundgvist et al (1989).

In all these schemes, the vertical stabilization resulting from cumulus convection is proportional to
the large-scale convergence of moisture and surface evaporation. But this convective "adjustment”
is allowed to occur only in the presence of deep conditionnally unstable layers. According to the
cloud model used in Kuo, low-level air parcels (from level with pressure p, ) are lifted updward
and tested for stability. During the ascent, the parcel first follows a dry adiabat (maintaining its
moisture and cooling adiabatically). Once saturation is reached (at the cloud base level with
pressure p, ), the parcel follows a saturated adiabat, slightly modified in Geleyn's case by an

entrainment parameter, A. The top of the layer is the non-buoyancy level (at the cloud top level
with pressure py).

Let uscall Quc the net moisture convergence, or accession, available to create a cloud:

p| P
Qac = f Aqp = - f 00 (Vaydp + g By, (5.2.1)
p

Pt t

in which the first term on the right hand side represents the large-scale moisture convergence and
E, represents the contribution from surface evaporation. That moisture is recycled by the

convective cloud. A fraction of that water returns to and moistens the environment. Therest fals
in the form of precipitation, after contributing to heating the environment.

Net moistening is distributed vertically as a function of the saturation deficit between the cloud
(subscript ¢ ; ¢ = gt (Te)) and its environment (no subscript):

— = Kq (9 -9), (5.2.2)

while convective heating is distributed vertically as a function of the difference in virtual
temperature in Geleyn's case (temperature in Sundqvist's case):

(‘LT “Kr (Toe - T). (5.2.3)
ot

c
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The cloud properties, i.e., the specific humidity g, and the virtual temperature T, are those of the
parcel whose ascent was described above. Note the asymmetry between heating and moistening.
Heating, associated with the release of latent heat, is convective heating only while moistening is
net moistening. To obtain the specific contribution of convection to moistening (drying in fact),
we must subtract the accession thus:

("_q) =99 . (5.2.4)

In Geleyn, following Anthes (1977), the partition parameter b is explicit and varies with the mean
saturation deficit in the cloud layer:
Pp n
1 1 f U dp
p

“Po-Pr

b= i u; , (5.2.5)

where U is the relative humidity, U¢ isacritical value of relative humidity and n is an exponent to
be determined experimentally. (Currently, the values are set at n = 3 and U = 0.37.) After
integrating the equations (5.2.3) and (5.2.4) using (5.2.1) and (5.2.2) and applying the partition
hypothesis, we obtain the heating and moistening coefficients, Ky and K, assuming that they are
constant in the vertical:

Pb

Pp
0
(_q) dp :qu (de -9)dp -Qac = bQac - Qac, (5.2.6)
at ), o
Pt
Pp
aT P L
—| dp =K7| (T -Ty)dp = (1-b) =Qac - (5.2.7)
ot e o Co

Pt

According to Sundgvist, the partition is not explicit and the coefficients remain variable in the
vertical. They are defined asfollows:

Kr =4f(p) . Kq =4f(p)N1-U) , (5.2.8)
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where f(p) is an arbitrary form factor (equal to 1 below and decreasing above the level of
maximum buoyancy: it plays asimilar role to the entrainment parameter in Geleyn) and the term
1-U reduces moistening in comparison to the origina Kuo (1965) scheme. &, is obtained by

adding (5.2.2) and (5.2.3), integrating and using definitions (5.2.1) and (5.2.8):
Pb

oT

ot

+L

Cc

Pb
‘Z‘jﬂ dp = & f f(p) [(Te-T) + (L-U)ac -g)ldp = Qac -(5.2.9)
Pt

Pt

In KUO, provisions are made in the scheme to include a simplified description of microphysical
processes, such as evaporation of precipitation falling in unsaturated layers below the cloud,
formation of distinct precipitation phases (liquid or solid), and subsequent melting of snow as it
falls. The description of these processes is based on the equations of Section 6.2. A cumulus
cloud fraction b o, is estimated by:

bcu = KT Tcu (5210)
where 14,= 1800 sis acharacteristic timescale. Thisfraction isalso used in the radiation schemes.

In KUOSTD and KUOSUN, the convective tendencies, along with a cloud fraction (5.2.10), are
transmitted to CONSUN which does a unified treatment of the processes related to cloud
water/precipitation.

53 Kuo-symmetric scheme

Developed by C. Girard and G. Pellerin, this scheme draws its name from its closure assumption
which is similar to that of Kuo. In fact, the Kuo-symmetric scheme, with its quasi-equilibrium
assumption, looks more like a mass-flux-type scheme.

The theory behind the scheme goes as follows. Let's suppose that certain model variables x, such
as specific humidity g, temperature T, and enthalpy h, are means of cloudy (subscript ¢) and
environmental (subscript €) values:

X =(1-b) xet+tbxc (5.31)
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where b is the convective cloud fraction. If we derive (5.3.1) with respect to time:

‘lx: (1-b) Gxe+b%

ot ot ot

+ ( XC = Xe) @ . (5.3.2)
ot

Furthermore, let's make the following hypotheses: H1) The cloud profiles are quasi-stationnary:
latent heating compensates for radiative as well as adiabatic cooling, maintaining moist adiabatic
profiles, such that dx /ot = 0; H2) Closure assumption: the environmental profilesat cloud levels
around active convection are also quasi-stationnary odx Jdt =0, therefore latent heating
compensates for all radiative and adiabatic cooling. Radiative cooling occurring in the environment
is assumed to be compensated by environmental subsidence driven by convection; H3) The
convective cloud fraction is vertically uniform (and note that for active cloudsdb/ot > 0).

Then, the remaining equation:

al) , (5.3.3)
at Jo

— =T TK (Xe-X) = A+

in which A stands for all tendencies other than the convective tendency (6x/at)c, is the

parameterization scheme. The coefficient K is constant and unique. Using the fact that the net
change of enthalpy by convection must vanish (conservation of energy):

(ah) (GT)
—|=c || —] *L
ot Je ot /.

K is obtained by integrating (5.3.3) with enthalpy asthe variable:

f An Cpf AT+ Lf Aq
K = = (5.35)

f(hc'h) Cpf(Tc'T)"'Lf(qc'Q)

The integrals apply to the convective layer only, in which h_>h, T_>T, q, > q (the cloud

6q) =0, (5.3.4)
ot /.

properties are those of the parcel ascent computed exactly as for the Kuo schemes). For K to be
positive, the net moist enthalpy accession is required to be positive. The fact that K is positive
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implies that the convective tendencies are positive resulting in an atmosphere that is warming up
and moistening (but only because the amount of quasi-stationnary clouds is growing at the
expense of its quasi-stationnary environment). To ensure that the scheme provides for a net
heating, the net dry enthalpy accession is required to be negative, meaning that in the absence of
convection there would be net cooling and therefore destabilization of the conditionnally unstable
layer. The above two conditions also guarantee that the net moisture accession is positive.

To show that the Kuo-symmetric scheme acts like a mass flux scheme, let's consider that the main
contribution to the accession of dry enthalpy cpT and moistureq in:

oT 0
O =-Ar+K (Te-T) ;D =-Ag+K (qe-a) - (5.3.6)
at [ at C
. : ~wloT.9 ~ w9
comes from vertical advection, At = -W 62+Cp and Aq ~'WE , such that we may
write:
T M (0T . g aq M, 99
] =M T+ 24K (Te-T) ;[ =-"2 2 +K (ge-q) . (5.37
at . p az Cp ( C ) at . p az (qC q) ( )

with M_= pw, the cloud mass flux. In that case, the large-scale motion is exclusively due to

subgrid-scale cloud activity. In general, the better performance of the
access on/compensation/mass-flux terms over the K-termsis obviousin this scheme.

In KUOSY M, microphysical processes related to precipitation are treated in CONSUN. The cloud
fraction by, is parameterized (Slingo, 1987) in terms of total precipitation P

KT <bg =25+.125InP. <.8 : P =-éfclf"§) dp . (5.3.8)
C

54 Relaxed Arakawa-Schubert scheme

Arakawa and Schubert (1974; see also Haltiner and Williams 1980; Cotton and Anthes 1989)
developed a sophisticated parameterization of cumulus convection for use in large-scale models,
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that is considerably more general than the Kuo schemes. Their theory of an interacting cumulus
ensemble uses a spectrum of cumulus cloud types, each characterized by a unique fractional
entrainment rate. The closure assumption is based on a quasi-equilibrium state between the
generation of moist convective instability by large-scale processes and its dissipation by cumulus
clouds, involving the definition of a cloud work function. The latter is a measure of the efficiency
of convection since it represents a kinetic energy generation per unit cloud mass flux. Other key
concepts of the Arakawa-Schubert scheme are: 1) the cloud model in which all clouds are assumed
to have the same base, and where each cloud type isidentified by its detrainment level (cloud top),
2) the mass-flux kernel, and 3) the cloud-base mass flux.

A much simpler scheme called the "relaxed Arakawa-Schubert” (RAS) has been presented by
Moorthi and Suarez (1992), producing results very similar to those of the original scheme and at a
much lower cost. RAS makes two major simplifications. First, the entrainment relation is
modified such that the normalized mass-flux for each cloud type is a linear function of height.
Second, the state of the atmosphere is "relaxed" toward equilibrium each time the scheme is
invoked, rather than requiring complete quasi-equilibrium of the final state. Therefore, in RAS,
this quasi-equilibrium is also assumed but this is done by having each cloud act to relax the cloud
work function to a prescribed value with a cloud-type-dependent time scale. Thus, the interaction
between clouds occur over a short but finite time and at any instant each cloud (and each cloud
type) feels only the "current” environment. The main steps representing the basic computations
involved in RAS are summarized here and follow Moorthi and Suarez (1992) closely.

a. Entrainment parameter

For the cloud type detraining at level Pp, the entrainment parameter is given by
hg —h (R)
c. P8 . (54.2)
ng’e(P)[ h' () -h(P) ] dP
P

ARp) =

where the current cloud top Pp (i.e. detrainment at pressure level Pp) isgiven and
h =s + Lqg

= (GT+g@ + Lq
= (PO+g2 + Lg
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The moist static energy h is replaced by its saturation value at that level whenever it exceeds
saturation. Thisformsthefirst conditional. (Each conditional islabeled using a™c" reference.)
h(P) = h'(P) if h(P) > h (P) (c0)

The second conditional is to select the convectively unstable points (A > 0). The conditional for
that case is expressed as

hg—h'(Ry) > 0 (c1.1)
C—;}BG(P)[ h (FRp)-h(P)]dP >0
Po (clL.2)
A further conditional is used to define specia (neutral) pointsin the form
If hg—h'(R) <0 and hg—h (R, +AP) >0 @

then A=0

The conditionals (c1) and (c2) are the only conditionals for computing the entrainment parameter
A.

b. Normalized mass flux
The normalized mass flux for cloud type A at level P isgiven by
P
c B
r])\(P):1+Ep)\ fodp (5.4.2)
P

where
M,(P) = Mg, n,(P)

The normalized mass flux n does not involve explicitly conditionals but is affected indirectly by
(c1) and (c2) via A.

C. Theliquid water mixing ratio at the detrainment level

It isassumed that al liquid water is carried to the cloud top where part of it precipitates evaporates,
depending on the cloud type

1 O c Ps O i}
I(Pp) = Iy(Rp) = (y(Rg) + Ep A [ 0ar) dPE - g (Ap)(54.3)
P>

M () [
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Only conditionals (c1) and (c2) above affect |(PD). This quantity islater used in the computation
of the cooling effect of reevaporation of liquid water detrained to the environment, i.e. it affectsthe
values of the normalized changes of dry static energies.

d. Cloud moist static energy

First compute the cloud top moist static energy hY'(Fy)
Py

c
M (Po) B (R) =hg =—=A [ 8h(P) dP (5.4.4)
9 g
and use it as boundary condition for the large-scale budget equation
0 on, (P)
Ny (P) hS(P)| = =22 h(P 5.4.5
S5LM (P) FE(P)] = =22 h(P) (5.45)
e The cloud work function

To relate the synoptic scale to the cumulus scale the cloud work function A is defined, which
represents the rate of kinetic energy generation by the buoyancy force and is determined by the
vertical structure of the environment, the latter being affected by the cumulus ensemble aswell as
by large-scale processes. The expression for A can be obtained by:

(2) starting with the equation for the vertical component of motion where the buoyancy
term (neglecting the effect of liquid-water on the buoyancy) is expressed in terms of the
dry static energy for the cloud and environment, multiply the equation by pcw;

(2) integrate through the depth of the cloud;

(3) denote the mass flux pcw by mg and normalize it with the flux at the cloud base, mymg
=n

producing
d(KE)/dt = A mg(A)

where A denotes a particular cloud type.

where
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T e [FEe-re]

A, = J Loy = (5.4.6)
D
inwhich
_ L dg (P
v(P)=¢- qd% )
p
Only points for which
A >0 (c3)

are considered. For neutral cases (i.e. A =0) to be further considered, we ask that the following

conditional be satisfied:
h (P, +AP) < h'(Ry) (c4)

f. Normalized changes'sand '

The rate of change of dry and moist static energies due to cumulus convection are

o = M5 oL DI - ()]

= oM.+ oD )

where M¢(p) isthe total cumulus mass flux per unit horizontal area at level p:
A(p)

M(P)= [ 0, (P)M(A) A

and D(p) is the detrained mass per unit of area and pressure and equals dM¢/dp.

L = e me)m,

%h@ = Th(P) mg(4)) BA,

The resulting expressions are

where
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r.(P) = gnAi(P)% for P>Py(A)

= g1, AP - +ar] @A) 2

+an, (P)[R,(A) = B\, —8A)]
x F(R,), for P,(A)=2P2R,(A, —AA),

= 0 otherwise

and
F=ly (R)L [1-r(Ry)] for €=s
=h* (Ry) - h(Ry) for £€=h
0. Mass-flux kernel

Compute (dA/dt)c by differentiating Ay from (5.4.6). Thisinvolves the time-tendencies of sc and
he which are known at this point up to the factor mg(A). From the RAS assumption on the type of
cloud interactions, we are left with only the diagonal e ements of the Kerndl, i.e.
_ 1 dA, O
i, = Ha b
mg(A,)AA, O dt O

The factor mg(A;) appearing in (dA/dt). thus cancels with the one appearing in the above
denominator, which allows the determination of the Kernel K,

h. Cloud base mass flux

First, choose one of the 2 ways of computing the large-scale tendency of the cloud work function.
Then compute the subensemble cloud base mass flux by equating the large-scale and cloud-scale
changes of A

mE,()\i)A}\i = - (KA_M)_l SI%% for  mg(A) O

0 otherwise
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Only afraction a) of the computed mass flux needed to fully adjust asingle cloud typeis alowed
to affect the large-scal e environment (grid-scale variables) at each step, so

replace mg(A) - o, mMg(A)
where a, = a , T, : adjustment time scale for cloud type A,
)

At : model time step.

i Cumulus effect on 6 and q

Therate of change of potential temperature and specific humidity due to cumulus convection are

then
61 _ - (py Ma(A) B
%H - rs(P) CpP
af _ M) B o
e (NG RN G)

55 TheFritsch-Chappell convective scheme
a. General method and basic assumptions

The purpose of a convective schemeis essentially to parameterize or represent the effects of deep
convection on the evolution of grid-scale variables. These variables modified by deep convection
are, in the case of the Fritsch and Chappell (1980) scheme (hereafter referred to as FC, also
described in Zhang and Fritsch 1986), the temperature (T) and specific humidity (qy). The area-
averaged values of these two quantities evolve according to (see Anthes 1977):

oT . == dwT wRT L= JuT
at Y oD p c ap
_ _ _ (5.5.1)
6QV +|:+ V_+ dqu - _ E_ dw'q\'/
ot 5 B ap

where C* istheloca condensation/evaporation rate, v isthe isobaric wind, wisthe isobaric vertical
velocity, p is atmospheric pressure, and R is the gas constant. (The overbar and prime signs denote
respectively spatial/temporal averages of atmospheric variables and their perturbations from the
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mean state.) In the above equations, the terms on the left hand side represent the physical
mechanisms explicitly resolved by the model, i.e., advection, adiabatic cooling, whereas those on
the right hand side are for mechanisms that are not resolved. These unresolved mechanisms must
then be treated implicitly (i.e., parameterized); the tendencies resulting from convective
parameterization should thus be written as follows:

Py _LE;aJF
oot ¢, ap
- (55.2)
[Pq 0 - Jw'q,
0ot o op

conv

in which the terms on the right hand side are for latent heating and subgrid-scale transport of
sensible heat and water vapour due to convective activity.

In the FC scheme, it is assumed that the convective tendencies remain uniform over a convective
time scale .. The tendencies can thus be simply expressed as the difference between a quasi-
tationary “stabilized” environment (indicated by T and @,) and the state of the atmosphere before
convective activity istriggered (indicated by Tand q, )):

T T-T,
D&t |]conv B TC
. (5.5.3)
[hg U q4,-0,

dotH 7T

Therefore, the problem of parameterizing convection, in the context of the FC scheme, simply
residesin the determination of thevaluesfor T, @, and Tc.

The fundamental assumption of the FC scheme is that the adjustment resulting from subgrid-scale
deep convective activity directly depends on the available buoyant energy (ABE), (also called the
convective available potential energy - CAPE), defined as.

_r L@-T@)0
ABE__[g 6 £?z (5.5.4)

LFC

where T(2) is the temperature of a parcel lifted from its lifting condensation level (LCL) to its
equilibrium temperature level (ETL), and T(2) is the temperature of the environment (grid-scale).
According to the FC closure assumption, the parameterized convective activity has to remove most
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of the ABE in the time period 1¢, which is simply assumed to be the time necessary for midlevel
winds to advect horizontally the convective clouds out of the grid area. Since the observed lifetime
of convective cellsison the order of 30-40 min, 7 isforced to lie between 30 and 60 min.

In order to achieve this stabilization, the grid area is partitioned into three parts. one for a
representative convective updraft, one for a representative moist downdraft, and the other one (rest
of the grid areq) for the surrounding environment. The total grid area A can then be written A =
Au(2)+Ad(2)+ Ae(2) where the subscripts “u”, “d”, and “e” are for updraft, downdraft, and
environment. As can be seen from the rest of this section, an important part of the FC schemeis
dedicated to the evaluation of the temperature and specific humidity profiles for each of these
subgrid areas. The updraft and downdraft characteristics are determined from a cumulus cloud
model; the impact of compensating subsidence on the environmental values is estimated
afterwards. Dueto itstype of closure assumption (removal of CAPE), and because it considers all
convective cellsto be alike (i.e., no cloud populations), the FC scheme is appropriate for meso- -
scale models (i.e., with grid size on the order 10-40 km).

Mathematically, the FC closure assumption may be written as follows:

ABE
0<

5E <010 (5.5.5)

where ABE isthe remaining available energy after the convective “ adjustment”:
ETL = =

2 O1,(2 -T(90

ABE = = (dz 5.5.6

L-F[C H 7o - (550

inwhich LFC, ETL are the LFC and ETL in the modified atmospheric columns. Based on the

partitioning of the grid, the new environmental profiles for temperature and humidity are area-

weighted values from the updraft, downdraft, and environment:

T.(DA.(2) +To( A (2 +T. (D A(2)
A

6.(2) = 9. (2 A, (2) +0y (ZLAd (2 +9.(9A(2)

T(2) =

(5.5.7)

Theremoval of ABE isan iterative process. Initialy, the area of the updraft at cloud base (i.e., the
LCL) is chosen as 1% of the total grid area A. The cloud (updraft and downdraft) and the
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environmental characteristics are then evaluated (as described in the rest of this section) to yield the
adjusted ABE. If the condition in Eq. (5.5.5) is not met, then the difference
AABE = ABE - ABE (5.5.8)

is used to adjust the updraft-downdraft areas by multiplying them by the factor
ABE

m—_"_—
N AABE (5.5.9)
where mistheiteration number. Only when the remaining fraction of ABE islessthan 10% of its
initial value do we evaluate the convective tendencies from Eq. (5.5.3) (usualy, two or three

iterations are sufficient to achieve this).
b. Key levels of the cloud model

It is important, before giving detailed descriptions of the physical processes in the updraft and
downdraft, to define the key levelsin the cloud model (see Fig. 5.5).

A A
CTL CTL
_______________ e e F e &
ETL ETL
LF3 LF3
LCL LCL
DPL DPL
B o) A R DEL

Fig5.5: Schematic of the cloud model in the FC scheme.The thick dotted lines represent
temperature and potentia temperature for dry adiabatic ascent below the LCL and
moist pseudo-adiabatic ascent above the LCL, whereas the thick solid lines are the
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temperature profiles of the environment (grid-scale). The thick upward and

downward arrows represent the updraft and downdraft, respectively. DBL isfor
downdraft base level, DPL isfor departure parcel level, LCL isfor lifting condensation
level, LFCisfor level of free convection, LFSisfor level of free sink, ETL isfor
equilibrium temperature level, and CTL isfor cloud top level.

For the updraft, a parcel originating at the departure level (DPL) (with its properties mixed over a
depth of at least 60 hPa) islifted dry adiabatically to the lifting condensation level (LCL). If the
parcel is found to be unstable convectively (depending on the trigger function — see next
subsection), the parcel has enough energy to reach the level of free convection (LFC) from which
point it becomes positively buoyant (i.e., T, >T,, with Ty being the virtual temperature).
Because of the positive buoyancy (indicated by the shaded regions in Fig. 5.5), the parcel
accelerates upward and mixes with environmental air through entrainment. This acceleration,
proportional of course to the ABE, occurs until the parcel reaches the equilibrium temperature level
(ETL), from which level the parcel startsto decelerate and detrain to the environment. The cloud
top level (CTL) isthefirst level for which the vertical velocity of the updraft becomes negative.

For the downdraft, the negative buoyancy is caused by evaporation/sublimation of precipitation in
the cloud. The downdraft originates at the level of free sink (LFS) and reaches down until its
vertical velocity becomes positive (due to less buoyant — colder environmental air) or until it
reaches the ground. Thisfinal level is called the downdraft base level (DBL).

C. Trigger function

Before any calculations concerning the vertical stabilization of a model column is done, we first
make sure that the following three conditions for convective instability are met: first, the CAPE
has to be positive; second, there must be enough low-level convergence to generate large enough
upward motion so that the updraft parcel can overcome the negative buoyant energy (convective
inhibition) before reaching the LFC; and third, the resulting cloud must be deep enough (more than
afew kilometerstall). Beginning with the lowest levels, each layer is lifted, mixed, and checked
for stability at the LCL. If the low-level layer is not found to be unstable, then a similar check is
done for the layer just above, and so on until an unstable layer is found or until all possible
departure layersin the first 300 hPa above the ground are tested. In the case an unstable layer is
found, its LCL istaken asthe cloud base.
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The stability test at the LCL is done by comparing the temperature of the lifted parcel (augmented

by a perturbation temperature AT) with that of the environment:
T,(LCL)+AT-T, >0 O unstable (5.5.10)

Otherwise, the parcel is considered stable.

The ideaintroduced in Chen and Orville (1980) that the boundary-layer temperature and vertical
motion perturbations are proportional to low-level grid-scale convergence is used in order to
determine AT:

AT = Cwo - Q]% (5.5.11)

where w| | isthe grid-scale vertical velocity at the LCL, C1=1.0 °C s¥3 cm-V/3, and Cy is afilter
function that depends on the devel opment of the planetary boundary layer (PBL) (thisfilter is used
in order to avoid spurious convection that could be triggered by the model gravity waves in the
afternoon hours when the PBL iswell mixed).

d. Updraft characteristics

When found unstable, aparcd is further lifted, with its vertical motion given by:

O O
dBZ_H_ gB

dz 1+8

AW (5.5.12)

where B=(Tyy-Tve)/ Tve is the buoyancy term, Tyy, Tve are the virtual temperature of the updraft
and of the environment, 3=0.5 is the virtual mass effect that compensates for non-hydrostatic
pressure perturbations, and A=6.5x10-5 mr1 is the entrainment rate. Obviously, the impact of
including entrainment and non-hydrostatic effects isto slow down the updraft (entrainment effects
because they introduce less buoyant environmental air in the updraft, and non-hydrostatic effects
because the induced pressure gradient force is downward).

The upward mass flux and area of the updraft at the cloud base (cb) are:
M, (cb) = p,(cb) w, (cb) A,(cb)

A, (cb) =001A (5.5.13)

and increases due to entrainment following:
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M dz (5.5.14)
AM,(K) = M, (k +1) = M, (k)

with the“k” indicesincreasing with height.

The equivalent potential temperature (6g) and specific humidity (qy) of the updraft air are modified
due to entrainment according to:
a, (k) M, (k) +ay(k) AM,, (k)

A =T 0+ A, )

(5.5.15)

where ay, is the property (either 8¢ or qy) of the updraft before mixing, a, is a mean value
between levelsk and k+ 1 of the property of the environment, and o, is the property of the updraft

after mixing. Finaly, the updraft areaat each level is

k
AG) =i

2w, (k) (5:5.16)

where p, (k) = p(k)/ RT,, (k).
e Downdr aft characteristics

One very important aspect of the FC scheme is its realistic treatment of moist convective
downdrafts, which are driven by negative buoyancy due to evaporation/sublimation of precipitation
in the cloud. (Note that the precipitation drag is neglected.) The level at which the downdraft is
initiated, the LFS, is usually the level where the equivalent potential temperature of the
environment is minimum. In the FC scheme, the LFS is taken as the level where the equivalent
potential temperature of a saturated mixture of equal amounts of updraft and environmental air
becomes |ess than that of the environment.

At the LFS, the downward motion of the downdraft is assumed to be wg=-1 m s1 and the
downdraft area is proportional to the updraft area at cloud base. For the levels below, the
downward velocity is calculated using Eq. (5.5.12). The equivalent potential temperature, on the
other hand, is given by:

M, (k =1) 8, (K) +AM, (k =1) G,(k)

Ou(k=D = M, (k-1 +AM, (k -1)

(5.5.17)

74



RPN PHYSICS SCIENTIFIC DESCRIPTION

where AM (k) = M, (k—-1) — M, (k) is the increment in downdraft mass flux [the mass fluxes
Mg(K) are calculated at each level using an equation similar to Eqg. (5.5.14)].

For the specific humidity, however, the calculations are not that straightforward, since this quantity
isinfluenced by evaporation and entrainment. It is determined by assuming that the downdraft is
saturated above cloud base and has a relative humidity of 80% below. Knowing both the
equivalent potential temperature and the relative humidity, it is then possible to find the virtual
temperature Tyg(k) and the specific humidity qyg(k). One should note here that the evaluation of
condensate evaporation in the moist downdraft is not obvious, since the gyq(k) valueis the specific
humidity after evaporation and entrainment. To quantify the evaporation in the downdraft, we
must first find the specific humidity the downdraft would have if only entrainment was considered
(dg ):

M, (k=1) g4 (k) +AM, (K ~D) G0 (k)

M, (k=) +AM,(k -1

gy(k-1= (5.5.18)
Since the environment is drier than the downdraft, the value of g, is smaller than qyg. The
supplement Aq,, (k) = g4 (k —1) —q,, (k —1) isthe contribution of precipitation evaporation in the
downdraft. Of course, this evaporation cools the downdraft and increases its buoyancy:

Ti(k) =Ti(k)+oT

Lr., 55.19
5T =—=[a(0) -0 (9] 6529
p
where T, (k) isthe downdraft temperature derived from entrainment only.
Finally, the downdraft areais given by:
Ad ( k) = Md—(k) (5 5 20)
P (K) wy (k) -

f. Condensate tr eatment

As the cloud parcel moves upward and cools adiabatically, its specific humidity (at saturation)
decreases with height, and the deficit g3 (k) = g3 (k) =g (k +1) from one level to another
leads to condensation in the updraft. Again, one has to consider entrainment, which reduces the
total condensation in the updraft due to its drying effect. In fact, the excedent that is available for
condensation is given by:
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(k) =q,(k+D)-q2(k +1) (5.5.21)

inwhich g, isthe specific humidity after entrainment [calculated from Eq. 5.5.15)].

It is easy then to find the condensate production in one layer:
AR, (k) = w, (k) p, (K) A, (k) Ag (k) (55.22)

and for the entire updraft:

CTL

R = > AR(K (5.5.23)

k=LCL

Some of this condensate evapourates in the downdraft:
AR, (k) = w, (k) p; (K) Ay (k) Ag,, (K)

R = EAR’ ) (5.5.24)
and the anvil:
= ZARJ(k) (5.5.25)

Importantly, the latent heat released by the phase change when the condensate passes through the
melting/freezing level is accounted for in both the updraft and the downdraft. In the updraft, the
total condensate that freezes at the freezing level (FL:-25 oC)is.

FL 69 sﬂ []
Ag (5.5.26)
k Z:L p d t
The associated heating is:
C
AT,.=[L -L)] . (5.5.27)

where Lj and Ly are respectively the latent heating of sublimation and vapourization. For the
downdraft, the total condensate the melts at the melting level (M L =09C)is

ML gq
C. = kZqu“’ (k)Lh-TE (5.5.28)

76



RPN PHYSICS SCIENTIFIC DESCRIPTION

The associated cooling is:

AT =L - L] (;—'“ (5.5.29)

0. Precipitation efficiency

A sensitive aspect of the convective parameterization concerns the partitioning of the condensate
generated in the updraft into precipitation and evaporation. Based on observations collected in
various field experiments, the precipitation efficiency in the FC scheme is a function of the vertical
wind shear and cloud base height. Naturally, more condensate will evapourate if the vertical wind
shear is large (horizontal transport in drier region) and if the cloud base is high above ground
(longer path in less-than-saturated air). In order to quantify these effects, three efficiencies are
defined: Ewsisthe precipitation efficiency related to the wind shear, Ecp is the one related to the

cloud base height, and E isthe overall precipitation efficiency, ssimply given by:

e - s *Eoo

> (5.5.30)

For the vertical wind shear AV /Az, the efficiency is calculated using the empirical formulation:

v v [ v
E,c = 1591-06392Y Hr 00053 2YH - 000496 LY.
CA z0 Az CA z0

- (5.5.31)
. Y
E,=09 if EM—Z <135

(Note: AV /Az isthe vertical wind shear between the LCL and the maximum wind level at |east
300 hPaabovethe LCL). For the cloud base height:
1
Ecs =
1+Eg (5.5.32)
E, =0967-0.700Z, ., +01627?7. -0.01257Z}.

where Z, ¢ isthe height of the LCL in thousands of feet.

If the rate of total moisture supply to the updraft is

LCL+2

s=(a,w,a, A), .., * 3 AR(K) (55.33)
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then the convective precipitation rate can be smply written
P=ES (5.5.39)

and the total rate of evaporationis
C=R-P (5.5.35)

Of this total evaporation, part is done in the anvil (Ae) and part is done in the downdraft (Dg), so

that;
C=A+D, O D G A (5.5.36)

where Ag is given from Eq. (5.5.25). From this, the unit number of downdraft mass per unit of
updraft massis:

De
Ry
h. Environmental characteristics

Knowing the mass fluxes of the updraft and downdraft, it is possible to evaluate the heating caused

by compensating subsidence in the surrounding environment. From the total mass flux of air:
M(2) = p(W(2) A= M(2) +M,(2) +M,(2) (5.5.38)

we can evaluate the vertical motion in the surrounding environment:
M(2)-M,(2d -M,(2

P.(2) A(2) (5.5.39)

w.(2) =

The environmental temperature then evolves according to:

o7, L Jd
e =-w @ -y (] -—w@ S

92 (5.5.40)

in which the first term on the right hand side represents the hydrostatic warming (I and y are

respectively the dry adiabatic and environmental |apse rates) and the second is the cooling due to
evaporation of condensate in the anvil.

The environment is also influenced by the filling at the DBL of downdraft air. Indeed, when the

downdraft air reaches the DBL (ground or above), it diverges and fills a shallow layer with its cool
air. Thetotal downdraft mass p isgiven by:
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H="T [pd Wy AU]k:LDBu (5:5.41)

and the necessary massto fill one layer of agrid element is
m(k) = p,(k +2) Az(k) A (5.5.42)

From this, the number of levelsin which the air isreplaced is easily evaluated.

56 TheKain-Fritsch scheme

With its one-dimensional entraining/detraining plume model for the updraft and downdraft, and
with its more detailed cloud microphysics, the Kain-Fritsch (Kain and Fritsch 1990, 1993;
hereafter referred to as KF) convective scheme can be considered as an extension and an
improvement of the Fritsch-Chappell (FC) scheme. In fact, the original code of the FC scheme
was used as a starting point upon which more elaborated physical mechanisms were appended.

As should thus be expected, there are many similarities between the FC and KF schemes. 1) the

closure assumption of the KF scheme is to remove most of the ABE (between 90 and 100%)
during a convective timescale 1, calculated the same way asin the FC scheme; 2) the convective

tendencies for T and gy are supposed constant during 7, and are given by Eq. (5.5.3); 3) the grid
isdivided in sub-areas for the representative updraft and downdraft, and the environment; 4) the
trigger function is the same as in the FC scheme; 5) the precipitation efficiency depends on the
vertical wind shear and on the cloud base height, following Egs. (5.5.30) to (5.5.32); and 6) the
key levelsin the cloud model are the same as in the FC scheme so that Fig. 5.5 can aso be used to
describe the KF scheme.

Maybe the most fundamental difference between the two schemes is related to the way the
temperature and specific humidity of the “stabilized” model columns are calculated. In the KF
scheme, T and G, are derived from the following equations, based on the work of Frank and

Cohen (1985):

2T G0 Meg ) M ) Mo b e
Ddt Dcom,_ e%- dZEﬁ- Me u e Me d e Me Cp qw( e )
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a0 Mg, 0 M M M
Ea_(:v% = Weg%g M:’ (@, -a.)- Md: (0 ~0e) + 5

e (5.6.2)

in which we is the environmental vertical velocity, I isthe dry adiabatic |apse rate, Mg is the rate
of environmental air entrained into the updraft, Mg, Mqq are detrainment rates of the updraft and
downdraft, gcy is the liquid/solid water content in the updraft, and L is the latent heat of
vapourization or sublimation depending if liquid water or ice is present in the updraft. Note that
the subscripts u, d, and e, are for “updraft”, “ downdraft”, and “ environment”, respectivel.

It isclear, from these two equations, that the strategy for calculating the convective tendencies are
quite different in the FC and KF schemes. Here, the grid-scale temperature and humidity depend
on environmental compensating subsidence (first terms on the right hand side), on detrainment
from the updraft and downdraft (second and third terms on the right hand side), and on
evaporation/sublimation of the detrained liquid/solid water from the updraft (last terms on the right
hand side). In contrast with the FC scheme, the tendencies now not only depend on the
characteristics of the updraft, downdraft, and environmental air, but also on the detrainment rates
from the updraft and downdraft at each level. This dependance on the detrainment is possible only
because of the more realistic detrainment cal culations that were introduced in the KF scheme (in
the FC scheme, detrainment only occurs near the cloud top, between the ETL and CTL).

Using this approach based on detrainment from convective plumes, the effect of deep convection
on grid-scale liquid/solid water is given by:

Po%H - My 5.6.3
Ddtl]oonv_ Meqw ()

If the environment (grid-scale) is not saturated, then the detrained liquid/solid water (now a grid-
scale “averaged” quantity) evapourates during the same time step when the explicit scheme is
called (just after the convective scheme). If the grid-scale is saturated, on the other hand, the
detrained liquid/solid water contributes to augment the grid-scale values of gc. This type of
interaction between the implicit and explicit schemes is certainly one of the reasons why the KF
scheme was found to be successful in the simulation of midlatitude summertime and wintertime
systems, and of tropical deep convective systems.
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In this presentation, the original aspects of the KF scheme, like its one-dimensional
entraining/detraining plume (ODEDP) model (section a), its updraft and downdraft properties
(sections b and €), its more sophisticated treatment of precipitation and glaciation processes
(sections ¢ and d), and its closing assumption (section f) are described.

a. One-dimensional entraining/detraining plume (ODEDP) model

This plume model is a clear improvement over the widely used steady-state one-dimensional
entraining plume (ODEP, same as that in the FC scheme), in which the updraft is horizontally
homogeneous and continuously diluted by the environmental inflow, and in which the mixing is
instantaneous. In better agreement with observations and cloud-resolving numerical simulations
showing that convective plumes are not necessarily homogeneous and that their mass does not
always increase monotically with the distance from the source point, the ODEDP model with
important lateral detrainment effects has been included in the KF scheme.

It is hypothesized in this scheme that turbulent mixing dominates the mass exchange between the
convective plumes and the environment, and that the thermodynamics of the mixing controls the
bal ance between entrainment and detrainment. Incorporation of non-homogeneous mixing should
allow the entrainment and detrainment rates to vary in a physically-consistent manner as afunction
of the buoyancy of the mixed subparcels. More specificaly, it isassumed that unadulterated single
combinations of updraft and environmental air continuously generate homogeneously mixed
subparcels which tend to migrate towards their level of equilibrium buoyancy. Because liquid
water in a subsaturated mixture acts as a buoyancy sink, some of the mixed subparcels will
become more dense than the environment. It is presumed that these mixtures will dissociate from
the buoyant plume and detrain into the environment, while the other subparcels that remain
buoyant will continue to rise with the updraft. This concept isillustrated in Fig. 5.6.1.
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Fig. 5.6.1 Schematic representation of mixing in the ODEDP model used in the Kain-Fritsch
scheme. The undiluted updraft is represented on the | eft, and the environment on the
right. First, non-homogeneous primary mixing is supposed between updraft and
environmental air. Based on the ODEDP model described in the text, the mixed
subparcels are found to either be "entrained” with the rest of the updraft, or be
"detrained” to the environment. In the case of entrainment, there is a secondary
mixing (homogeneous this time) with the undiluted updraft core.

As afirst step towards the quantification of the above concepts, we use the classical entrainment
rate relationship in which the fractional increase () in the mass of a representative cloud parcel

(My) per unit height isinversely proportional to the cloud radius (R):

—1dMuml 5.6.4
B_M dz R (5.64)

u

to express the rate at which environmental air mixes into an updraft over a pressure interval o p

(inPa):
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op

~ (5.6.5)

SM, = Mu0§—0.03

in which Myg and R are the mass flux (kg s-1) and cloud radius (m) at cloud base.

The next step is then to estimate the portion of environmental mass engulfed into mixed subparcels
in which evapourative cooling is just enough to raise the density of the parcel above that of the
environment (this fraction is called the critical fraction of environmental air x¢, with x being the
fraction of environmental air in subparcels). It is proposed, in the KF scheme, to use a frequency
distribution function to determine the relative proportions of updraft and environmental air in the
mixed subparcels, i.e., for a statistical description of the relative populations of subparcels of
various mixing proportions.

In the KF scheme, it is supposed that updraft and environmental air tend to mix ina 1:1 ratio and
that the number density, Ng, of subparcels mixing proportion can be represented by a function of
the form (following a Gaussian distribution):

N, ~ g (m’120° (5.6.6)

inwhichmand ¢ are the mean (0.5 in this case) and standard deviation of the distribution. This
function is truncated at x=0 and x=1; corrections are applied to yield zero values at these end points.
Thus the number distribution of mixed subparcels can be described by:

F(x) = A[e—(x—m)Z/ZUz _e—(O.S)ZIZJZ] (5.6.7)

where A is the amplitude of the function and the second term of the distribution is the value of the
function at the truncation points. It isassumed herethat 0 =1/6.

If we assume that the mixing proportion is independent of the total mass in individual mixed
subparcels (or the size of turbulent eddies that generate the subparcels), the mass distributions of
environmental and updraft air in mixed subparcels are simply given by multiplying the frequency
distribution by the mass fraction; for the environmental air:

f(x) = AX [e“*‘"‘)z’szz - e“°'5)2’2"2] (5.6.8)

and for the updraft air:
g(X) — A(l_x)[e—(x—m)2/2(72 _e—(0.5)2/20'2] (569)
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It is possible to determine the amplitude A of the function, since we know the total rate at which
environmental air mixes with the updraft over a pressure depth d p [see Eqg. (5.6.5)], and that we

must have:

5Me:If(mdx (5.6.10)

Then, the total updraft mass required for the mixing process, o M, can be found from:

&M, =[ g(x)dx (5.6.11)

Since the rates at which environmental and updraft air mixes into a cloud over amodel layer are
usually much less than the total updraft mass flux (thisis particularly true for the lower and middie

parts of the cloud), the updraft mass fluxes vary from one level to another according to:
M,=M!+6M, +JM, (5.6.12)

where it is assumed that the central portion of the updraft mass, i.e., M/, is not influenced by the

primary turbulent mixing events near the interface between clear and cloudy air. (Note that
ultimately, especialy in the upper parts of the cloud, this core is subject to dilution from the
secondary mixing events of mixed subparcels that remain positively buoyant and become part of
the cloud updraft.) In particular cases in which d M, > M, (typically near the cloud top), the
above mixing scheme breaks down and it is assumed that the available updraft massisdilutedin a
homogeneous fashion by the environmental air. Thisusually resultsin a negatively buoyant parcel
which completely detrains into the environment.

Given aprofile of mass distribution in mixed subparcels, it remains to determine their buoyancy
with respect to the environment. Figure 5.6.2 shows a typical buoyancy diagram for mixed
parcels with different liquid/solid water content. For a mixed subparcel with large water content
(thick solid line), the parcels with small portions of environmental air (x<xc) remains buoyant
compared with the environment and will therefore be entrained and mixed with the undiluted core
of the updraft. For parcels with x>X¢, the cooling from water evaporation/sublimation is
responsible for the negative buoyancy. One should note that the value of x.~0.5 is a coincidence
and that it could, in other cases, be different from 0.5. When the water content of the updraft
decreases, there comes a point when there is not enough water to make the subparcels negatively
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buoyant. Then all the possible mixing proportions between updraft and environmental air will
yield parcelsthat are positively buoyant (thisis the case here for the parcelswith 0.5 g kg-1).

3
2
Critical
. Fraction
of Environmental
AT, i
0.2
-1 _
................. 0.5gkg
2 | e e 2gkg!
4 gkg!
-3

Fraction of Environmental Mass

Fig. 5.6.2 Mixed subparcels buoyancy as afunction of the fraction of environmental mass. The
buoyancy is expressed as the difference between the virtual temperaturein the
subparcel and that of the environment. Curves for subparcels with varying water
content are shown. The critical fraction of environmental mass (at which the
subparcels become negatively buoyant) is given by the intersection of the curves and

the neutral buoyancy line.

Because of the line shape of the buoyancy diagram, it is easy to determine the critical

environmental mass fraction. Itissimply given by:
Tvu B -I:/O

X ;

with x =010 (5.6.13)
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in which Ty, Tvo, Tumix are the virtual temperatures of the updraft, of the environment, and of a
mixed subparcel with 10% of environmental mass and 90% of updraft mass.

Finally, since any mixed subparcel that contains a fraction of environmental air greater than x¢
loses its positive buoyancy and detrains to the environment, while the other ones remain positively
buoyant and entrain into the updraft, we have for the total net rate of entrainment, Mg,

X
M, = [ f(x)ox (5.6.14)

and for the rate of updraft detrainment, Mg,

My = [g(x)dx (5.6.15)
X

b. Updr aft properties

The cloud model in the KF scheme is similar to the one used in FC (see Fig. 5.5). A buoyant
parcel is lifted and mixed with the environment from its LCL (the cloud base) to the CTL (cloud
top level). But the mixing occurs by the mechanisms outlined above rather than by FC's simple
homogeneous dilution.

In afirst stage, the entrainment/detrainment mechanisms are neglected in order to calculate the
characteristics of an undiluted updraft parcel lifted from the level k to level k+1. By assuming
conservation of equivalent potential temperature (6,,) and humidity within the updraft, the
temperature (Ty), water vapour (gyy), and the condensed water contents (qy for liquid water, giy
for ice) are determined at the level k+1.

For agiven 6, at constant pressure, the parcel saturation specific humidity, qyusat, and wet bulb
temperature, Ty, can be extracted iteratively. Then, the actual specific humidity can be compared
to the saturation value, so that the temperature can be derived accordingly. For instance:

» If theparcd is supersaturated, the liquid water or ice content increases by an amount of
0, — Oy » &N the updraft temperatureis Ty=Tyuy.

» If the parcel is subsaturated, the value of g, —0,, ischecked against the sum of q, and
Qiu-
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» If thereissufficient liquid/solid water to bring the parcel to saturation,
evaporation/sublimation is allowed and the liquid/solid water content
decreases by an amount of g, —0,,, SO that Ty=Twu.

» |f thereisnot enough liquid/solid water to saturate the parcel, any
available liquid/solid water is converted to the vapour form, and the
temperature of the mixed parcel changes following:

T =T,+5T (5.6.16)

5T = cL(qu -4, ~, —G,)
: (5.6.17)

The conversion from liquid to ice is assumed to occur as alinear function of temperature within a
specified temperature range (between 268 and 248 K) so that both liquid and ice may be present at
the same level. In that case, hybrid values for latent heat of vapourization/sublimation, L,
saturation specific humidity, quusat, and equivalent potential temperature, 6,,, are used, as will be
discussed in subsection 5.6d. The latent heating resulting from this gradual freezing is distributed
over the entire freezing interval.

Also, conversion of condensed water to precipitation and precipitation fallout are calculated by a
separate mechanism described in the next subsection.

The vertical velocity of the updraft parcel is calculated using a modified form of the buoyancy
eguation as in the FC scheme [see Eqg. (5.5.12)], in which the virtual effects of liquid/solid water
(loading) are considered:

a s
H2H o8
R W (5.6.18)
where
B =lu e 5.6.19
and Ty isdefined as
T, =T,(1+0608q, -q,) (5:6.20)
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As in the FC scheme, the term S isthere to compensate the neglect of non-hydrostatic pressure
gradient, and A isthefractional net entrainment rate per unit height.

Once the critical fraction of environmental air (x¢) in the mixed subparcels is found and that the

environmental entrainment rate, Mg, the updraft detrainment rate, Mg, and the total rate of
environmental inflow, d M, are calculated following the equations described in subsection 5.6a, it

is possible to define the efficiencies of entrainment and detrainment:

£, = and & =
e e (5.6.22)

It is assumed that the air mixing at the periphery of the updraft through a given layer can be
characterized by the mean of the thermodynamic values of the environmenta air at the top and
bottom of the layer. Thus, the net entrained and detrained masses at the top of any layer are given

by:

(. (k-1 +e(k))
2

M. (k)=6 M, (5.6.22)

My (K)= M,

(a(k—D +&4(K))
2 (5.6.23)

The net entrained mass is assumed to mix homogeneously (secondary mixing events described in
the previous subsection) with the updraft as it rises through the next model layer. The
thermodynamic properties of the “undiluted” updraft parcel at level k+1 are then:

l6..(k)+ . (k +D)]
g, (k+1) = g, (k
(k4D =a Em 4y G, (k +D) 5620
q,(k+D) =a [qve(k)+qVE(k+l)]+V qu(k +1)
2 (5.6.25)
Gy (K +1) =y q,(k+D (5.6.26)
Gy(k+1) =y q,(k +1) (5.6.27)

in which the “a” terms on the right hand side of Egs. (5.6.24 ) and (5.6.25) are for the
contribution of the entrained environmental air, whereasthe“ y ” terms are for the thermodynamic
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properties of the “undiluted” updraft core, not influenced by entrainment/detrainment processes.
The a and y factorsare given by:

) M (k + 1) 628
M (k+ D+ M (k+D - M, (k +1) (56.28)
M,(k+D)-Mj(k +1) (5:6.29)

YT ML (kD) + M (k1) - M, (K +D)

This mixing process is repeated at all model levels until the parcel vertical velocity becomes
negative (cloud top level). Thus, the parcels can overshoot their equilibrium temperature level
(ETL) with momentum gained at lower levels. The entrainment/detrainment concept, however,
breaks down when cloud parcels become colder than their environment. In the KF scheme, the
anvil formation processes are approximated by assuming that no entrainment occurs above the
ETL and that the total detrainment of cloud mass proceeds as a linear function of pressure above
thislevel.

C. Precipitation loading and fallout

Considerable effort has been given to develop a precipitation loading and fallout scheme that is
consistent with empirical relationships of precipitation particle size distributions, fall velocities, and
production rates, and that is also compatible with the quasi-steady state assumption used in the KF
scheme. Following Ogura and Cho (1973), the removal of condensate by precipitation processes
is parameterized as a ssimple function of the amount of condensate available and of a constant rate
of conversion to precipitation. Since liquid/solid water is continuously added through
condensation, it is assumed that the amount of condensate available, gco (including both the liquid
and solid phase), is given by the liquid/solid water content at the bottom of alayer plus one-half of
the supersaturated amount at the top of the layer. The liquid/solid water content at the top of the
layer isthen:
q, =q,, et*™) (5.6.30)

where dz/ w isthetime required for aparcel with vertical velocity w to ascend through alayer of
depth 4z, and ¢y isaconversion rate. Thus the quantity lost to precipitation processesis given by

Oo — G-
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As afinal adjustment, the remaining one-half of the fresh condensate is added to gc. This scheme
is applied in the same manner for both liquid and solid phases precipitation processes.

d. Glaciation processes

During the glaciation of a cloud in the atmosphere, its temperature increases as a result of latent
heat release from freezing of liquid water. Moreover, if aparcel is saturated with respect to water
prior to glaciation, like the updraft parcel in the KF scheme, then the parcel will become
supersaturated with respect to ice as glaciation proceeds and thus additional latent heating will be
released from the deposition of water vapour onto the ice. The approximate temperature change
for the combined freezing/deposition process can be written:

L, g, + L@ -=)
qv. 2
m R (5.6.31)

5T =

C

where Lt and Ls arethe latent heat of freezing and sublimation, gy isthe liquid water content in the
updraft, g5 and g are the saturation specific humidity with respect to water and ice, Ry is the
gas constant for water vapour, and Cpm is the specific heat for moist air. Similarly, the changein
the specific humidity resulting from the glaciation processis given by:

— fq|u (qvl _qw )
00=—57 T RO . e (5.6.32)
LSmH qsz“L2 E CaT°R,

For more details on the derivation of these two expressions, the reader should consult Stephens
(1979).

These expressions apply to instantaneous, isobaric glaciation. In the KF scheme, a linear
conversion from liquid water saturation thermodynamics to ice saturation thermodynamics is
approximated as a function of temperature within a specified temperature range. In particular, the
updraft parcel temperature is updated at each level and, if the temperature is within the specified
glaciation interval, wefirst solvefor 6 T and d g and then define two glaciation fractions, g1 for
the incremental increase in the degree of glaciation in amodel level, and g for the cumulative
degree of glaciation:
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_ Tul_Tuz
9.=3 7 (5.6.33)
_ Tb _Tuz

in which Ty and Tt are the temperatures at the bottom and top of the glaciation zone (i.e., 268 and
248 K, respectively), whereas T1 and T2 are the temperatures at the bottom and top of the model
layer under consideration. The incremental temperature and humidity changes from level k to level

k+1 located in the glaciation region are then:
0T'=gq,0T (5.6.35)

0q'=0g,0q (5.6.36)

Abovethefirst level inthe glaciation interval (but still in that interval), the condensate massin the
simulated updraft is a mixture of liquid water and ice. Equations (5.6.31) and (5.6.32) reflect the
latent heating occurring if all the condensate (still in liquid form) would be allowed to freeze at a
given level. So, for computations above the first level within the glaciation interval, the actual
liquid water subject to freezing is:

T T
Qu = .Il_Jl_Tt Giu
b~ Tt (5.6.37)

[it isthisvalue that isused in Egs. (5.6.31) and (5.6.32)].

Once the direct effects of partial glaciation are estimated, the thermodynamic characteristics of
updraft parcels containing both liquid water and ice are determined as hybrids of the appropriate
values with respect to liquid and solid water. For example, the saturation water vapour specific
humidity, and latent heat of vapourization/sublimation are approximated using:
a7 =g0r +(1-g,)a5 (5.6.38)
L=g,L +(1-g,)L, (5.6.39)
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We use these two approximations to estimate a hybrid value of the equivalent potential
temperature, 6,, in the glaciation interval. Specifically, the Bolton’s (1980) formulation for water

vapour is extended by including ¢ and L:

0 L 0
6, =0 exp[10723:10° =" (1+0810 )% (5.6.40)

Once the conversion to ice is complete, the saturation specific humidity and latent heat with respect
to ice are used in the calculation of 6,.

e Downdr aft properties

The basic physics behind the KF downdraft calculations are similar to those in the FC scheme (see
section 5.5e), that is, the downdraft is initiated at the level of free sink (LFS) with a downward
mass flux Mq(LFS) proportional to the upward mass flux at cloud base. This downdraft goes
down until it either reaches denser air or the ground. In the KF scheme, the downdraft is supposed
to only entrain except at the DBL where it only detrains.

The LFS is simply taken as the level between the DBL and CTL with the minimum saturated
environmental equivalent potential temperature (6,). At thislevel, the specific humidity is given

by:
G (LFS = xq. (LFS +{-x )a (LF9 (5.6.41)

in which x¢ isagain the fraction of environmental in mixed parcels:
_ 6. (LF§-6,(LFS
%~ 8, (LF9-6,(LF9

(5.6.42)

Assuming that the downdraft is saturated (except at its lowest level DBL), afirst approximation of
the equivalent potential temperature, 6,(LFS), is easily derived. This equivalent potential

temperature of the downdraft at the LFS is then corrected by melting effects, which cooling is
given by:

Lf
AT, =2 (@ (LCL) g, (CTL)) (5.6.43)

The downward mass flux, Mg(LFS), and the downdraft entrainment rate, Mge(LFS), at the LFS
are
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M, (LF9S = -w,(LCL) p,(LFS(1-E)TR? (5.6.44)
M (LFS = x. (M, (LFS) (5.6.45)

where wy(LCL) is the upward motion of the updraft at cloud base (taken as 1 m s'1), E isthe
precipitation efficiency [see Eqg. (5.5.30)], and Ry is the radius of the updraft at cloud base.

Between the LFS and DBL, the entrainment, detrainment, and mass flux of the downdraft are;
AP(K)

My, (K) = 003 M, (LFS) == (5.6.46)
M, (K) =0 (5.6.47)
M, (K) = M, (k+1) + M (k) (5.6.48)

in which AP(k) is the pressure increment between levels k+1 and k. The properties of the
downdraft are then:
0y (k+D) M(k+1) +6,(K) M (K)

6,,(k) = VL (9 (5.6.49)
_ Qg (K+1) My (k+1) +0,, (k) M (K)
ha (K) = R0 (5.6.50)

It was chosen, for the current version of the KF scheme, to limit the detrainment of the downdraft
to avery shallow layer corresponding to the DBL. (Note that this layer could be thicker — about
100 hPa— as in other versions of the scheme.) The entrainment and detrainment at the DBL are

thus:

M, (LDB) =0 (5.6.51)

AP, —AP(LDB)
AP(LDB)

M, (LDB) = -M,(LDB+1) (5.6.52)
where AP, isthe pressure depth of the detraining layer. At thislevel, the relative humidity of the

downdraft is assumed to be 90%. The equivalent potential temperature and specific humidity of
the downdraft are then adjusted. The total downdraft evaporation rate, De, is related to the
difference between the value of specific humidity from the downdraft entrainment, gyg(DBL), and
that adjusted to have 90% saturation, g, (LDB):

D, = (;, (LDB) -q, (LDB))M,, (LDB) (5.6.53)
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If D, <0, then thereis no downdraft (all the mass fluxes, entrainment, and detrainment, are put to
0).

In this first guess of downdraft fluxes described above (as in the FC scheme), the downdraft is
initiated as a mixture of updraft and environmental air yet, updraft mass flux is not adjusted to
account for thismass sink. An iterative procedure was introduced in the KF scheme to eliminate
this deficiency.

If we simply remove the mass from the updraft at this level, then the updraft mass flux,
detrainment, and precipitation rates at higher levels must decrease in proportion to the fraction of
updraft mass removed at the LFS. This changes the total rate of precipitation production upon
which the precipitation efficiency relationship is imposed. More significantly, however, the
downdraft mass flux profile required to evapourate the specified amount of condensate is no
longer linearly related to the “first guess’ profile. When the transfer of mass from updraft to
downdraft is properly accounted for, the rate of production of precipitation in the updraft becomes
a function of the downdraft mass flux. Consequently, the relationship between updraft and
downdraft mass fluxes must be determined iteratively.

Since downdraft computations proceed downward from the LFS, it is chosen to modify the initial
updraft mass flux up to thislevel, while leaving the profiles unchanged above. Theiterationsgo as
follows:

1) For aninitial estimate of updraft mass flux at the LFS, My(LFS), and afirst guess for the
downdraft mass flux at this level, My(LFS), the following ratio R is define:
R - M,(LFS +05M,(LFS
M,(LFS

(5.6.54)

This ratio represents the fractional increase in updraft mass flux that would be required to
supply the downdraft with updraft air and maintain the same updraft mass flux at higher
levels.
2) AttheLFSand each level below, the rate of production of precipitation is adjusted by thisratio
during each iteration, and the total rate of precipitation production is modified accordingly.
3) The value of My(LFYS) is successively approximated until the rate of evaporation in the
downdraft is acceptably close to that given by imposing the precipitation efficiency relationship
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on the modified estimate of the total rate of precipitation production (4 or 5 iterations are
usually required to yield agreement within 3%).

4) Once this relationship is satisfied, the updraft mass flux and mass (including liquid/solid
water) detrainment at all levels between the LFS and the base of the downdraft are adjusted by
the ratio R. This yields the final representative updraft-downdraft combination in a grid
element.

f. Closur e assumption

The closure assumption of the KF scheme is very similar to that of the FC scheme (see section
5.5) but the adjustments from Eqg. (5.5.9) are not done on the updraft, downdraft, and
environmental areas (as in the FC scheme) but rather on the updraft and downdraft mass fluxes, as
well as on the entrainment and detrainment rates.

95



RPN PHYSICS SCIENTIFIC DESCRIPTION

6. CONDENSATION PROCESSES AT RESOLVED
SCALES

Several options are available to represent condensation processes at resolvable scales. 1) astable
condensation scheme used in conjunction with Manabe convective adjustment scheme, 2) a
simplified isobaric condensation scheme, 3) the cloud water scheme of Sundqvist, 4) an explicit
scheme by Tremblay et al. (1996a), 5) an explicit scheme by Hsie et a. (1984), and 6) a detailed
microphysics explicit scheme by Kong and Y au (1997).

6.1 Stable condensation in Manabe scheme

Under statically stable conditions, condensation is just removal of humidity when relative humidity
exceeds a condensation threshold, hy;, and a column-representative vertical motion is upward

(o< 0ato=0.7) Thelatent heat and moisture released are fed to the temperature field and to the
instantaneous precipitation, R.

6.2 Simple condensation scheme

A simplified condensation scheme (termed CONDS) describes the formation of stratiform
precipitation. The large-scale condensation processes are simply represented by an isobaric
condensation process that removes moisture when relative humidity exceeds a saturation point.
Thisis achieved by solving the nonlinear wet-bulb equation, using Newton's iteration method. The
details are given in Appendix 4.

Latent heat and moisture released in that way are integrated to the temperature and accumulated
precipitation (P) or instantaneous precipitation (R), respectively.

The condensation scheme includes a simplified description of microphysical processes:
evaporation of precipitation through unsaturated layers below cloud base, formation of liquid/solid

96



RPN PHYSICS SCIENTIFIC DESCRIPTION

precipitation phases with subsequent freezing/melting of the falling precipitation. The description
of these processesis based on Kessler (1969).

In terms of the precipitation flux R through a given layer, the evaporation rate is given by:
de/z
dp

=C, (q - qSAT) O (6.2.1)

The constant Ce (4.8 x 104 with p in Paand Rin kg m2s?1 isobtained using aMarshall-Palmer
distribution for the droplet spectrum, the Gunn and Kinzer (1949) data for the terminal velocity of
droplets and Kessler's expression for the evaporation rate of one droplet. This parameterization is
applied to both the rain and snow fluxes, although it isonly valid in principle for rainfall.

For the freezing/melting process, aformulation similar to evaporation leads to an equation for the
variation rate of theice proportion my due to melting or freezing:

am _ C. (T - To) R (6.2.2)

d)

OsmI <1

with C,,= 2.4 x 104 and T = 273 K.

6.3 Sundqvist scheme

The Sundqgvist scheme uses a single prognostic variable for cloud water/ice combined and
assumes that agrid cell may be partialy filled with hydrometeors. Only one additional equation for
cloud water/iceisincorporated in the model while the existing equations for the water vapour and
temperature are modified accordingly. The scheme computes all the terms appearing on the right-
hand side of the equations:

0T o _Lletc_ Lvp _Ls Lt e .

G AT EIC R S+ (oMY (6.3.1)
%-Aq:-c +E+Ss (6.3.2)
aa"f-AqC:c - (G, + Gs) (6.3.3)
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0 oP,

6? -Ag = gaipr =Gr - B - (Fr - My) (6.3.4)
0 oP.

aqts Ag = QTF)S:GS‘ Ss + (Fr - Ms) (6.3.5)

where T istemperature, Qy, Oc, Or and gs are mixing ratios of water vapour, cloud water/ice, rain
and snow respectively; C isthe process by which water is exchanged between the vapour and
cloud water/ice phase with an effective latent heat Leff, Gy and G are the rates of generation of rain
and snow; E, and S are the rates of evaporation of rain and sublimation of snow; F; and Mg
are the rates of freezing of rain and melting of snow; and At, Aqy, Agc, Agr and Agsrepresent all
the other tendencies for temperature, water vapour, cloud water/ice, rain and snow, respectively.

a. Rain and snow fluxes

The scheme was originally proposed by Sundqvist (1978, 1981) for models with horizontal
resolution on the order of 50 km (typical of meso-a scale models) and correspondingly large
timesteps. This scheme was further developped and tested by Sundqvist et al (1989) and
Pudykiewicz et al (1992). Thisjustifies neglecting the storage of rain and snow, 0q,/0t=0qs/0t=0,
and the assumption that they fall to the ground within the model timestep. This in turn entirely
specifies the rain and snow fluxes P, and Pgin (6.3.4) and (6.3.5).

b. Condensation with fractional cloudiness

While the quantities appearing in (6.3.1)-(6.3.5) are grid-cell averages, the introduction of a
subgrid-scale cloud fraction b implies that condensed phases will be present before saturation
occurs on the model-resolved scale. Two extra hypotheses are then needed to close the
thermodynamic system. The first one is needed to decide on the ratio of the two moistening
contributions, associated with increasing cloudiness (the air under clouds having to be brought to
saturation) on the one hand and with increasing relative humidity in the cloud-free region on the
other. The second hypothesisis needed to partition the available moisture between the vapour and
condensed phases. Basically, a non-zero cloud fraction b means that all concentrations may be
written as follows:

Ok = (1-Db) Oxe +b0x (6.3.6)
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Environmental values of condensed phases obviously vanish. For water vapour, it is assumed that
Ove = Qsat(T ), i.e. no distinction is made between cloud and cloud-free values of temperature (in
fact no distinction need be made between cloud and cloud-free values for any variables other than
concentrations). Then gye isknown assoon asb isknown. Therefore the introduction of b adds
no new variables besides b itself and we may write:

U=(1-b) Ue+b (6.3.7)

where U and U are relative humidities. The introduction of a threshold relative humidity Ugg
from which condensation starts combined with the assumption of equal partition for the
moistening contributions [i.e., equating (a) and (b) below] lead to arelation between moistening H
and change in cloudiness:

H = g =qv{(1-b)au © 4+ (1-U o ab] = 2,(1b)1U o) 2,
ot ot ot ot (638)
@ (b)

and, upon integration, to arelation between cloud fraction b and relative humidity U :

_41. [1-U
b=1-,/ Lo (6.3.9)

Differentiating with respect to time the definition gy=Uqys :

aqV:H+anvs=H+U(

ot ot

(6.3.10)

0Qus0T N 0Qvs0lnp
0T ot OJlnp ot

and eliminating the tendencies of T and gy with the help of equations (6.3.1) and (6.3.2) give a
relation involving condensation C and moistening H with all other processes affecting them and
represented by M:

Ag -U aQVSA_I__'_aqualnp) H
C = oT alnp ot — M-H ’ (6.3.11)
1+ Uﬂ 1+ Um
% ot % ot
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leaving aside the microphysical processes, E; and Ss, Fy and Mg, Gy and Gg, to be dealt with
separately in a subsequent step. To solve (6.3.11), a closure assumption is clearly needed.
Considering that condensation may be divided into contributions involving and not involving
change in cloudiness:

C = aaqtc - (%)aait’ ; b%(%ﬁ) , (6.3.12)

the partition is made as follows. moistening plus condensation related to change in cloudinessis
assumed to be given by:

H+%% _ 1M (6.3.13)

bt

combining (6.3.8) and (6.3.13), we obtain the ratio:

k = H — 2CIVS (1-b ) (1'U00 ) : (6314)
WOIM - 2005 (1-b) (1-Ugo 1+

finally, combining (6.3.11) and (6.3.14) leads to the expression for condensation with fractional
cloudiness:

[1k (1-b)M

C = : (6.3.15)
1+ ULeffaqVS
@ o1
C. Generation of precipitation
The generation of precipitation is calculated according to the empirical formula
“enafven ;%]
Gp=cCo. qc( 1 exp‘ bm. | (6.3.16)

where cg, is the inverse of a characteristic time for the conversion of cloud particles into
precipitating particles, and my, is a threshold value for cloud water at which the generation of
precipitation is becoming efficient. Both coefficients crudely take into account the effects of
coal escence and freezing (the Bergeron-Findeisen process) on the generation process.
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Cor = Co (FeoFrp)™) (6.3.173)
for +

My, = (6.3.17b)
Feo

The coaescence processis ssmply parameterized by:
Fo =1+ CiPY2 ; (Cy=300) (6.3.18)
where P isthe rate of total in-coming precipitation from above:

Pabove
P=Ph+PFs :f %(Pr + Ps) dp (6.3.19)
P

0p

For temperatures below freezing, T<Ty, afirst freezing function, f,, .., is given by

furs = 1.33 exp | - (0.066 (T - To))?) (6.3.209)
for 250 K<T<273 K and for T<250 K (cold and high cirrus clouds) by

_ y
for . = max (.03, .075 ( 107+ )) (6.3.201)

where the minus sign isfor T>232 K and where
y =x(1+x(1+4/3x)) ; x =T -232/18. (6.3.21)
A second freezing function, F;, is defined by

Fro= (1+4 Fge ) (1+ .12 ( 1- oy o)/ Frp ) (6.3.22)

in which the Bergeron-Findeisen process is represented specificaly by:
Fer = fig™ (1- fice) ABwi (6:3.23)

1ce

where

2Ewi = e £ Lat (L -2} 100

5 Lf(l -l)q 0.248487  (6.3.24)
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is the difference between saturation vapour pressure over water and ice (somewhat normalized),
where

fie = 1-A [1 exp { i (TTC')ZH (6.3.25)

anm

givesthe probability for ice crystal existence, with

A = A Tem = (T2~ Ta) 12 (6.3.26)
1-exp - (Ta-Tei)

(T1 = 268, T, = 256, T = 232)

and where

fi(g:d) = fice + (1 - fice) % (6.3.27)

modifies that probability, depending on the proportion of ice already present in the total incoming
precipitation:

Ice

Pabove
P = f f.(mOd)g_Edp (6.3.28)

Ptop

For example, if the incoming precipitation isall ice, the new generated precipitation will also be al
ice. The probability of ice formation also determines the effective latent heat released by
condensation as follows:

Lesr = Ly + £ (6.3.29)
Finally, the product of the functions _ F_, is further modified at low temperatures

(FooFrz)™) = 0.25 [FFr, (T -232)+5(236- T)] (6.3.30)

to linearly increase fromitsvalue at T=236 K to avalue of 5 at T=232 K and lower.

d. Evolution of falling precipitation
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As precipitation falls (completely to the ground each timestep), rain is only allowed to evapourate
(freezing of rain is neglected, Fr = 0), snow is only allowed to melt (sublimation of snow is
neglected, Ss=0). Evaporation of rain and melting of snow are parameterized following similar
empirical formulae:

% = Kevap (Ove-Ovs) = Kevap % (6.3.31)
T = Kna (TT0) (6:3:32)

where Tp = 273K, Kevap and Kmeit are constants. These are non-linear formulae which require
implicit numerical treatment to ensure sufficient accuracy (see Appendix 5 for additional details).
P and Py arethe true, as opposed to the mean, rain and snow fluxes and they are given by:

Ps

PrE:*;PsM:B
S

(6.3.33)

where B, and Bg are the raining and snowing areas respectively. Note also that the raining area may
overlap cloud area, so the evapourating area E may be smaller than the raining area. Here we have
assumed that the overlap is proportionnal to the cloud area such that E = B; (1-b). Hence:

dp

- _ d PrE
g = B (6.3.34)

dp
More details on how the cloud fraction is taken into account are given in Appendix 5.
e Two versions of Sundqvist scheme (SKOCON and CONSUN)

SKOCON isthe origina code, used operationally, and CONSUN is the new code. The new code
reproduces the old code, as far as generation of stratiform cloud water and precipitation is
concerned. Evaporation of rain, not adequately parameterized in SKOCON, is parameterized
differently. The main reason behind the new code is the generation of convective cloud water and
precipitation. In CONSUN, the code for generation of convective cloud water and precipitation is
made available to any convective scheme. The principlesfor generation of stratiform or convective
cloud water and precipitation are the same. Only the parameters differ. These are given in Table
6.3.1.
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Table6.3.1 Parametersfor generation of cloud water and precipitation

CONSUN SKOCON
stratiform convective stratiform convective
co (s 104 104 1.8x 104 5x 104
my 3x104 5x 104 2x 104 5x 104

6.4 Mixed-phase cloud scheme

For a detailed representation of cloud and precipitation processes one must describe the very
sophisticated micro-scale mechanism of nucleation and activation of aerosol into cloud particles
and their subsequent spectral broadening into larger precipitation-size. This stage involves a
knowledge of complex growth mechanisms including the collision-coalescence and breakup
processes. One should also describe the time evolution of the population of particles due to other
important microphysical processes such as the differential sedimentation of cloud-size and
precipitation-size particles. Effects of condensation, evaporation, vapour deposition and
sublimation of each individual particle must be also considered. Solving such a problem involve a
high degree of sophistication and the resulting equation set is too complex to be incorporated
within amesoscale or a NWP numerical model.

A popular alternative to the detailed microphysics representation is referred as the parameterized
or bulk continuity equations models. The basic idea is to partition the water substance into a
limited number of categories to minimize the number of equations and calculations in the
numerical atmospheric model. It is usual to separate the mass of condensate into several classes
such as cloud liquid water (qc), cloud ice (qj), rain (qr) and snow (gs). Even if more complex
classifications have been proposed, the present one is sufficient to derive the useful description of
cloud and precipitation processes represented by the following equation set:

?Ziti: N, + D,; —AC —CC +®, —q UV (6.4.1)
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dd‘:s = AC_+CC_+R_+D,_—x, +® —q 0V (6.4.2)
%%:CW—N%fCQX—Rgﬂ%—%DW (6.4.3)
ddti: AC,+CC_,-E, +x, +® —q 0N (6.4.4)
% =-(C.+N,+D,+D,) +E,-q0N (6.4.5)

%%+wg:éﬁcw—ag+§4mfu%+D@—%f&- (6.4.6)

For completeness, equations for temperature (T) an water vapour (qy) have been added. The
conservation equations include parameterized representations for condensation and evaporation of
cloud and rain particles (Cyc, Ery), initiation of ice crystals (Nyi), vapour deposition on ice and
snow (Dyj, Dys), autoconversion of ice crystals to snow and of cloud dropletsto rain (AC;g, ACcr),
the scavenging of ice (cloud) particles by snow (rain) (CCjs, CCy¢), the riming of snow (Rcs) and
melting of snow (Xg). The ®’s symbolize the sedimentation of each particle category (usually ®;
and @ are neglected with respect to dg and ®y) , and the divergence terms are explicitly included
since the problem is formulated in terms of density units.

a Total condensate

A single prognostic equation for the total condensate M = gj+gstqctqr = MstMy, is obtained by
adding equations for each category:

d?M=C+D+N—E+CD—MDN/ (6.4.7)

Here C = Cyc, D = Dyj+Dys, N = Nyj, E = By and @ =P +Dg = P + DS .
b. Liquid Phase

Equation (6.4.7) is easily solved for the warm clouds (for T>0°C, M = M , ® = &\ and the
RHS = C —E), given a parameterized description of , ®, C and E.

Using the effective mass weighted average fall speed for the liquid phase given by:
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V, =cM %%g (6.4.8)

where c =-31.2 x 106d gd m1+3d 51 d = 0.125 and po = 1 kg m-3 are empirical constants. One
can express the sedimentation term ®y,_ as.

O P O o =0
-7 _ +d o N
®. =1 azg(M ") "E;@g i 649
0

D for M <k,

which is simply the vertical divergence of the precipitation flux (MVy) and k. =0.2gm3isa
threshold to model the onset of precipitation.

The condensation or evaporation of cloud is obtained from:

c-=la-a)ar (6.4.10)
Lar,

1+ V'S >
C,RT

where gys ('s) is the saturation vapour content (mixing ratio) with respect to water. The evaporation
of rainistaken as (Kesder, 1969):
E, = ke (@~ 0, XM —k )°® (6.4.11)

where the parameter kg = 5.53 x 104 g0.65ml1 9% gl
C. Solid phase

For totally glaciated clouds, equation (6.4.7) can be solved since T < 0 °C, M = Ms, ®=®g,
RHS=N+D. Weuse N and D as given by:

O pv, /At
Ha, -a,)/At
IHDT

01+——=5,

5 GRT

N =m (6.4.12)

where qy is the water vapour content, gygj and rgj are the saturation vapour content and mixing
ratio with respect toice, pig = 109 gisthe initial mass of an ice crystal after activation of freezing
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nuclei. Following Meyers et al. (1992) the number of activated freezing and sublimation nuclei
per unit volume vy is:

v, =v, exp[- 0.639+0.1296(100(S -1)) (6.4.13)
where vy =103 m3 and S isthe saturation ratio with respect to ice.

When the air is supersaturated (subsaturated) with respect to ice, the ice particles population deplete
(return) water vapour at arate:

D= L2271(S ~1) (fva(l)csm)/lﬁ(l) (6.4.14)
KR,T2 e, (T)A

In this equation, K = 0.0236 J1m-1s1K-1 isthe coefficient of thermal conductivity of the air, A =
2.11 x 10> m2s'1 is the coefficient of diffusivity of water in the air, fy = 1 is the ventilation
coefficient, and a(1) and B(1) relate the first moment 1(1) of the solid particle size-distribution to
its third moment 1(3) =C3M (C3 = 1.9 x 105 m3 g-1). In general, the xth moment of the
distribution is defined by:

I (x) :} D*N(D)dD = a(x)1 (3)°® (6.4.15)

Since ice microphysicsis formulated in terms of moments of the size-distribution, the shape of the
distribution is totally arbitrary. For example the effective mass-weighted average fall speed of
solid phase precipitation is:

}v(D)m(D)N(D)dD
Vo=t G (ls(;b)”%&ﬁ“mb)[c M7 6.4.06)
[m(D)N(D)dD

where v(D) = vgDb (po/p)Y2 isthe fall speed of an ice particle of diameter D (vo =-5.1mlbsl b
= 0.27), m(D) = mpD3/6 isthe mass (the snow density is ps = 100 kg m3) and N(D) is the
concentration number. Thus, the solid phase sedimentation term ®ps can be written as:

(3+b) |
- D %(M —k) %ig forM > ke (6.417)

U
HO forM <Kkg

107



RPN PHYSICS SCIENTIFIC DESCRIPTION

where a = vg(3+b)(C3)BB*b)-1 b =0.27 vo = -5.1 mI-b s1 and kg = 0.02 g m-3 is similar to ki .
Table 6.4.1 depicts selected values for a and 3 from several studies. In the current version, the Lin
et al. (1983) distribution is used.

Table6.4.1 Selected valuesfrom various studiesfor parameters a and 8

a@) |a@+bla@+b)BQ) B(2+b)|B((3+h)
Sekhon & Srivastava (1970)[[1.00 0824 [118 |1 062 [114
No=3 x 106, v =0 70711 [9.15 0.46 ||o.5 0.82 1.07
(Lin et al., 1983)
No=2 x 107, v =0 1.83x 103[12.93 04 ||0.5 0.82 1.07
(Dudhia, 1989)

d. Mixed-phase

For mixed-phase clouds, both liquid and ice microphysics processes are operating and the speciad

technique derived by Tremblay et al. (1996a) must be used. This procedure is based on a
diagnostic for the mass proportion of ice f within saturated updrafts in the cloud, obtained from the
following equation (Tremblay et al., 1996a):

CaMPED) §AZD(1— f) 4 ¢ MPWLFAW —VI‘\'/I—G fli+@-f¥]=0 (6.4.19

where;
6 (T) = 2L727(0i (f);r) (fa@ct®) (6.4.19)
KRT? & (T
e T pO H B(2+b)
cx(T. p)= ZESCEFEZVOCE, a(2+b) (6.4.20)
— ® ML CDMS
'3 T (6.4.21)

where gj isthe ratio of the saturation vapour pressure over water and ice. The sedimentation term
¢ isaways confined to values | | < 1, and considering the weak dependence of f on & within this
range (Tremblay et al., 1996a; Fig. 5), the current implementation of the schemeisfor & =0,
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which saves unnecessary calculations. From f, one can calculate Mg =fM, M = ( 1-f )M and ® =
dpys+PpmL. This knowledge is sufficient to calculate the appropriate mass transfer processes
listed above in order to solve equation (6.4.7), giving a complete description of liquid, solid and
mixed-phase precipitating (or non-precipitating) clouds.

To take into account of the formation of freezing drizzle or rain from the classical mechanism
(warm layer aoft), the function f is modulated by a function of temperature g(T). In the present
implementation the algorithm of Huffman and Norman (1988) is used.

6.5 Explicit scheme (Hsieet al. 1984)

The explicit moisture scheme uses cloud water/ice and rainwater/snow as prognostic resolvable-
scale variables, assuming that a grid cell is completely filled with hydrometeors. Obvioudly, this
approach applies to arather high-resolution model. Additional equations for these two variables
are incorporated in the model and the existing equations for the water vapour and temperature are
modified accordingly. The explicit moisture scheme computes all the terms appearing on the right
hand side of the equations:

oT
at -At = é(Pcon - Pre) - P (6.5.2)
d
;:V _ Aq, - (PCOI’] - Pre) (652)
0
(?tc - Aq, = Poon - (Pra+ Pro) (65.3)
0
% -Ag =(Prat Pro- Pet P (6.5.4)

where T istemperature, qy, Oc, and g, are mixing ratios of water vapour, cloud water/ice and rain
water/snow respectively; Pra is the accretion rate of cloud droplets by raindrops; Pyc is the
autoconversion rate of cloud droplets to raindrops; Pye is the evaporation rate of rain water/snow;
Pcon is the condensation or evaporation rate of cloud droplets, Psm is the heating term due to
melting/freezing of particles; Py is the fallout of rainwater/snow; and At, Aqy, Agce, and Agr
represent the tendencies due to all other effects for temperature, water vapour, cloud water/ice and
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rain water/snow, respectively. The calculations aso include the effects of virtual temperature and
hydrostatic water loading on the momentum equations.

To account for phase changes, a simple and economic strategy is to allow the solid phase to exist
only above the melting level (i.e. below 0°C) and the liquid phase below. The microphysical
production and conversion terms are now discussed. Their parameterization is based on Hsie et a
(1984), Lin et a (1983), Rutledge and Hobbs (1983) and Zhang (1989).

Generation of cloud water (ice) occurs when air is supersaturated with respect to water (ice). For
cloud water (T > 0°C), the condensation rate Q isgiven by:

Q= \MAJAL gy (6553
1+ L2y / Can Ry T

where At is the integration timestep and ¢ is the saturation mixing ratio of water vapour with
respect to water. For cloud ice generation (T < 0°C), we have:

Mone
| ot |
Qv - Qus
")

where M, istheinitial mass of cloud ice crystals and nc is the concentration number of cloud ice.

Q=min (6.5.5. b)

In this equation, qys IS the saturation mixing ratio of water vapour with respect to ice. For both
liquid and solid phases, the generation term Q cannot be negative.

Cloud water evapourates (cloud ice sublimates) when the air is subsaturated with respect to water
(ice). In the case of cloud water, the evaporation rate E¢ is given by:

1+ L\?QVS/Cpm R, T2

Qvs - Qv
At

(Ovs - Qv) / At \

EC:min\ f ; Ec=0 (6.5.69)

Note that Ec = 0 when air is supersaturated (no growth occurs).
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In the case of cloud ice, growth deposition can occur when relative humidity is greater than 100 %.
Thisistaken into account using the same formula (in this case, Ec < 0). Otherwise, sublimation

occurs and is given by:

65.2 (1-RH) (pgcne)?

ot
KaR, T2  PAvsDr
E.=min (6.5.6b)
Qvs - Qv

At

Here, RH isthe relative humidity, K, is the thermal conductivity of air and Dy is the diffusivity of
water vapour in air. In the case of growth deposition, we set E¢ = 0 if all the available water

vapour gy-qys has been used by the generation of cloud ice.

Autoconversion of cloud water (cloud ice) into rainwater (snow) occurs at a critical value. For the
cloud water to rainwater conversion, the Prctermis

Prc=k1(0c-00) ; Pre> 0 (6.5.74)

where k1 isthe rate coefficient for autoconversion (0.001 / s) and qcg is the critical mixing ratio of
cloud water for autoconversion to occur (0.5 g/ kg). The cloud ice to snow conversion termiis,

p=%-0) . p 5 (6.5.7h)
At

whereq,, is the threshold cloud ice mixing ratio. As for the generation term, P, cannot be

negative.

Rainwater and snow also evapourates or sublimates. The evaporation of rainwater is given by:
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277(1-RH) w{o.78)\v'v2+o.3zscﬂ3 r(%)(%)”z /\W(bwgs))

p{ L2 , 1

K,R, T2 PAvsDx
Pre=min (6.5.838)
O
At

where n,, and |, are respectively the intercept parameter and the slope of the raindrop size
distribution, S, isthe Schmidt number, I~ is the gamma function, aw and byy are fixed parameters,

and v is the dynamic viscosity of air. For the sublimation and growth deposition of snow, we
have:

271(1-RH) nd 0.78152+0.32 523 /{%X%)m/\ T2

p{ L2 ., 1

K,R,T2  PAvsDr
Pre=min (6.5.8b)
O
At

where ng and Ag are the intercept parameter and slope of the snow size distribution. If the air is
supersaturated, Pre is negative and growth deposition occurs. For this case, we verify that we

don't remove more than the available water vapour, which is, after generation and growth
deposition of cloudice(q, - q 9 - (Q-E) At.

Rainwater and snow will grow by accretion of cloud water and cloud ice if both g and g, are
greater than 0. Thisaccretion is, for the case of liquid water:

b= TEuMua [(3+ by G
ra—

4A2* b

if g >0 (6.5.99)

and for the case of cloud ice/snow:
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P= mEsns & (3 +Dg) o if q >0 (6.5.9h)

ap 3T

In these equations, E,, is the collection efficiency of cloud water by raindrops and Eg is the
collection efficiency of cloud ice by snow. Also, P, = 0if thereis no rainwater or snow.

Finally, other effects are considered by the explicit scheme. First, the inclusion of the condensate
variables (gc and g;) makes possible the treatment of the water loading effect. For this purpose,
the hydrostatic equation becomes

09 _ ) Qc+ Q|1
05 .=- Ry {1 + 1+qv} (6.5.10)

Second, the virtual temperature effect is accounted in the state equation:
p = pRTy (6.5.11)

Third, the freezing or melting produces a temperature perturbation which is represented in (6.3.1)
by:

b, = Or 00+ 6 + povicy (6.5.12)

Com AC

Here, dis 1 at the melting level (0°C) and O elsewhere and v, is the terminal velocity of the

rainwater and snow.

Last, thefallout of the rainwater and snow, P, given by:
Pr=-g-2 (pgvy) (65.13)
r ap r
permits the rainwater/snow to form at one level and to be transported downward before either

evapourating or precipitating. Note that the three-dimensional advection of g, and ¢, also allows

horizontal transport of the condensates.

6.6 Explicit microphysics scheme (Kong and Yau 1997)
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For simulating cloud scale processes, that is, using atmospheric models in a cloud-resolving
mode, it is necessary to include an explicit and detailed (but efficient) microphysics package, in
which the major and relevant microphysical processes should all be included while keeping the
computational cost reasonably low. A scheme along these lines has been developed by Kong and
Yau (1997; hereinafter referred to as KY). In the KY scheme, only the most important
microphysical processes for each hydrometeor type are included and the number concentration of
the particles are not calculated explicitly.

The prognostic microphysical variables of this scheme are the water vapour g, the cloud water g,
the rainwater g, and theice particlesg,. (Note that all the symbols, along with their physical units,

arelisted in Table 6.6.1.) All of these variables are integrated forward in the same manner as the
other dynamical variables using the semi-implicit/semi-Lagrangian method to gain the largest
efficiency. The microphysical scheme is based on the bulk-water technique, which has been tested
extensively in many 3D cloud models. The KY scheme is a variation of the works of Orville and
Kopp (1977) and Cotton et al. (1982), and includes some recent treatment of ice microphysical
processes (e.g. Meyers et al. 1992; Ferrier 1994; Walko et al. 1995).

In the rest of this section, the S unit system is used for all quantities (unless specified otherwise),
with the pressure given in units of hPa.

a. Model prognostic equations

Modifications have to be made to the atmospheric models' governing equations in order to allow
the prediction of extra water substance and the feedback of microphysical processes to the
dynamical fields. The equations for the temperature T and the water vapour mixing ratio have
been modified, whereas equations for cloud water, rainwater, and ice particles have been added:

T4
21 - L)

+C—f(HNUd +HNU, +FR +CL, - ML, ) (6:6.2)
p

L
+—=(NU, +VD,
(0w, v,
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g0
G0 =-VD_+VD,-VD, - NU, (6.6.2)
0ot O,
o
G—1 =VD_-CL, - CN, - CL, - HNU, (6.6.3)
0ot O,
P4 _ piCL +CN_-VD. - HNU. —FR +M (6.6.4)
Ddt DEx_ R Lcr cr rv ri RI Lir tad
[(Dq O
%W%Ex: P+VD, +NU, +HNU, +HNU, +CL, +FR -ML, (6.6.5)

where the EX indices show that the tendencies are those resulting from the explicit microphysics
scheme only.

Clearly, the above equations include the effect of a larger variety of microphysical processes
compared to the Sundqgvist scheme and even to the preceding explicit moisture schemes. These
processes are listed in Table 6.6.2 and summarized by the box diagramin Fig. 6.6.1.
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FR,
_CL, ¢
FR, ML,
VD, NU,,
HNU,, a. HNU,
VDvc VDW
h 4
q i, q
‘ CN,, ’

Fig. 6.6.1 Box diagram of all the microphysical processes considered inthe KY scheme. The
list of the processesisgivenin Table 6.6.2.

b. Warm cloud microphysics

The bulk-water treatment of warm rain is quite similar in every model. The parameterization is
usually based on the pioneering work of Kessler (1969), Berry (1968), Simpson and Wiggert
(1969), and Liu and Orville (1969). Four microphysical processes are included: 1) the
condensation of supersaturated vapour to form cloud droplets, 2) the autoconversion of cloud
water to form precipitation, 3) the accretion of cloud water by raindrops, and 4) the evaporation of
raindrops in subsaturated air. The condensational growth of raindrops and the breakup of
raindrops are neglected because the growth rate of rain particles by condensation is much less than
that by accretion of cloud droplets. Also, the Marshall-Pamer distribution is used to describe the
size spectrum of raindrops which implicitly includes the effect of the breakup of large water drops.
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It is assumed that cloud droplets move with the air. Condensation of cloud droplets takes place
instantaneously when the air is supersaturated, and vice-versafor the evaporation. The size spectra
of the raindrops is given by a Marshall-Palmer-type (negative exponential) distribution:

N(D) = N, exp(-AD) (6.6.6)

in which N(D) is the number concentration of raindrops as a function of the diameter D. The
terminal velocity of raindrops (function of their diameter) is given by Tripoli and Cotton (1980):

P, B% Yy DD[%
v.(D) = 2132, ] D% = 140101 (6.6.7)
O02p O Upd

in which p and p| are the densities of air and liquid water. By assuming a constant N, the
parameter of the Marshall-Palmer distribution can be deduced [see (6.6.6)]:

g N7
)\—D—HQ °n

= 6.6.8
0 pq O ( )
From (6.6.6) to (6.6.8), the mass-weighted mean terminal velocity is then
V. = J’ v, (D)M (D)dD / j M(D)dD =14.08p%*"q,** (6.6.9)
0 0

where M(D) is the mass of droplets with diameter D. The production terms for the four
microphysical processes are discussed below.

b.1  Condensation of Cloud Droplets (VD,.)

Theinitial formation of cloud droplets by nucleation and their subsequent growth by condensation

are parameterized using a saturation adjustment technique (see subsection 6.6e for more details).
The condensation (evaporation) rate, VD,., in a saturated (subsaturated) grid volume is calcul ated

as

1
VD,. = max(X, —-q.) Bfw (6.6.10)
ot

117



RPN PHYSICS SCIENTIFIC DESCRIPTION

where X is the maximum allowable condensation (X>0) or evaporation (X<0), as given in
subsection 6.6e, which represents the amount of vapour to be condensed from air or evapourated

from cloud and raindrops to keep the grid saturated with respect to water in one time step (here,
fq At , inwhichfy is1 or 2 depending on the temporal discretization of the host mode!).

It should be noted that the subscripts v, c, r, and i denote respectively water vapour, cloud water,
rainwater, and ice or snow. The two-letter subscripts denote the direction of the phase change. The
first index refersto the depleting phase while the second index the growing phase. For example,
the subscript vc refers to a conversion from vapour to cloud water. This notation is consistent with
the box diagram in Fig. 6.6.1.

b.2  Autoconversion of cloud water (CN,,)

There exists two major parameterizations for the processes whereby cloud droplets collide and
coalesce to form raindrops (Kessler 1969; and Berry 1968). Unlike the linear and largely intuitive
formula by Kesder, Berry related the autoconversion rate to the total number concentration and the
relative dispersion of cloud droplets. However, Simpson and Wiggert (1969) and Liu and Orville
(1969) found that the predicted physics and dynamics of the simulated clouds showed no
significant differences when using these two formulations, although the Berry formula appeared to
give amore reasonable distribution of liquid water. For simplicity and for minimizing the number
of adjustable parameters, the smpler formulation by Kesder is adopted, with the form:

CN, =amax|(d, ~ ), O. (6.6.11)

where a is the autoconversion rate and q,, is the threshold for the autoconversion. Kessler (1969)

and Weinstein (1970) showed that the development of precipitation, the simulated maximum

vertical velocity, and the cloud top height are not too sensitive to the values of the rate coefficient
and the threshold provided that q,, < 2.0 g kg™. We therefore adopt the values for aand q,, given

by Kesder (1969).

b.3  Accretion of cloud water by raindrops (CL,,)
The accretion of cloud water by falling raindrops is parameterized this way:

cL, = %qc} E,. DV, (D)N(D)dD (6:6.12)
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Assuming acollection efficiency E,.=1.0 and using (6.6.6)-(6.6.9), then (6.6.12) becomes

CL, =254p"%"qq, °*" (6.6.13)

b.4  Evaporation of Rainwater (VD,,)

When a grid volume is subsaturated with respect to water, raindrops will evapourate at the rate:

_1°.0dm
E, = Eﬁai N(D)dD (6.6.14)

in which (dmydt). is the evaporation rate of a single raindrop with diameter D and mass m.
Following Byers (1965), we write

0 g U4
2D - —-[f (D)
0 0

m qVS
%‘L = 6.6.15
Ry a L AL A _RT (66.15)
KTORT 0 D,e(m)

where v isthe kinematic viscosity coefficient, K and D, are respectively the thermal conductivity
of air and the diffusivity of water vapour, L, and R, are respectively the latent heat of
vapourization and the gas constant for water vapour, and the ventilation factor
f(D) =1+0.23[v. (D) D/v]%. By using (6.6.6)-(6.6.8) and (6.6.15), as well as the proper
constants (see Table 6.6.1), the integration of (6.6.14) leads to:

_1 (-a/a)A ()™
P~ p 202x10* +155x10°/e,(T)

(6.6.16)

with
A =10 +1169(pq, )**** (6.6.17)

It should be noted that E; only represents the evaporation capacity or the maximum rate at which

the raindrops can evapourate under the specific degree of subsaturation. The actual evaporation rate
in the model, VD,,, is not determined solely by E; but also by the degree of subsaturation and the

rv?
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total available rain water mixing ratio. The calculation of the evaporation of rainwater can be
written compactly as

VD, = max{min[—(x +q,), min(g , fthtEp)], @»E)fth (6.6.18)

in which X<O0 is the capacity of evaporation (see subsection 6.6€). Note that -(X+qc) is the

saturation deficit after the evaporation of all available cloud water in a grid volume. The term
min(q, , f,AtE ) ensuresthat rainwater cannot evapourate more than what is available.

C. | ce-phase microphysics

The treatment of the ice phase is difficult in numerical models because ice particles greatly vary in
shapes and sizes. Thus, simplifications must be made in order to parameterize ice phase processes.
In the KY scheme, only one type of ice substance: i.e., ice crystal or snow (g;), is considered.
Future work will deal with the parameterization of spherical graupel or hail particles to allow
realistic smulation of awider range of weather systems.

In Kong (1991) , Kong et al. (1990; 1991), and Cotton et al. (1982), ice crystals are assumed to be
governed by a monodispersed size spectrum with a homogeneous hexagonal plate habit. The
concentration of ice crystals is determined based on the Fletcher (1962) formula, with or without
the modification for ice multiplication. Needless to say, a monodisperse representation for ice
particles is an over-simplification. Recent research (e.g. Ferrier 1994; Walko et al. 1995; and
Harrington et a. 1995) tends to favor the gamma or exponential distribution. The applicability of
the Fletcher formula has also been questioned as recent observations showed that the measured ice
crystal concentrations often failed to agree with those predicted by the Fletcher formula. Meyers et
al. (1992) pointed out that Fletcher’'s equation frequently underestimates the concentration at
warmer temperature and overestimates it when the temperature is below about -25°C. Based on an
analysis of more comprehensive datasets, covering a temperature range from -7°C to -20°C, ice
supersaturation range from 2% to 25% , and water supersaturation range from -5% to 4.5%, they
proposed a new equation for the ice concentration as

N, =10°exp[1296(S ~1)-0639)] (6.6.19)
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Note that (6.6.19) does not depend on temperature but on ice supersaturation (S - 1). In a
simulation of orographic precipitation over Sierra Nevada, Meyers et al. (1992) showed that
(6.6.19) agrees well with observations, even in situations with temperature and saturation ranges
beyond those for which the equation was originally based on.

In this study therefore, we adopt (6.6.19) to calculate the total ice concentration. Moreover, a
generalized gamma spectrum is used to describe the size distribution for ice particles

N; (D)= N, D exp(-A,D,) (6.6.20)
where
No =A™ N, /T (L+K) (6.6.21)
inwhich N, isgiven by (6.6.19), and D; is the diameter of the ice particles.

To determine A;, it is necessary to specify the shape of the ice particles. The simplest
approximation is a sphere, which is equivalent in volume to a hexagonal plate with a height to
diameter ratio of 0.9681. In fact, thisratio is 0.81 for an equilibrium form of hexagonal ice prism
(Pruppacher and Klett 1978). With this assumption, A; can be calculated from (6.6.20)-(6.6.21) as

1
_OpN,r(4+ k)3

' O6par(1+k) O (6622

where p isthe density of ice, and k isthe varying parameter in the gamma function. The terminal
velocity for asingle ice particle has the form (Locatelli and Hobbs 1974; Houze 1993):

v,(D))=aD; %gg (6.6.23)

The mass-weighted mean terminal velocity of ice particles can then be derived from (6.6.20) and
(6.6.23)

v = ana L@+ ) o ¥

=N T Mo b (6.6.24)
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The important microphysical processes related to ice phase in wintertime precipitation weather
systems include nucleation, deposition and sublimation, freezing and melting, riming, accretion

and aggregation. Therefore, the parameterized processes are: 1) nucleation of ice crystals by
deposition-condensation freezing on active ice nuclei (NU,; ), 2) homogeneous freezing of cloud

droplets and raindrops when the temperatureis below —40 °C (HNU, and HNU,, ), 3) deposition
and sublimation of vapour on existing ice particles (VD,;), 4) ice particles growth by riming of
supercooled cloud water (CL), 5) accretion of small raindrops by ice particles to form larger ice
(snow) particles (FR ), and 6) melting of ice to form rainwater (ML, ). Since only oneice field is

forecasted and no explicit size spectrum is cal culated, the ice aggregation process is not explicitly
parameterized. The heterogeneous freezing of supercooled raindropsis aso neglected because the
values of some parameters in the Bigg freezing formula are uncertain and can vary over severa
orders of magnitude (Wisner et a. 1972). Also, some earlier work (Scott and Hobbs 1977,
Cotton et al. 1982) has showed that this so-called Bigg (1953) freezing process accounts for only
~1% of the total frozen raindrops. Furthermore, in this study, the generalized gamma spectrum
parameter, K, in (6.6.20) is set to zero, which actually gives an exponentia distribution for ice

particles.

c.l  Deposition and condensation-freezing nucleation (NU,; )

When T <T, -5(=26816K), and when the air is saturated with respect to water, deposition
occurs on active ice-nucleus (IN). The requirement that the temperature has to be 5°C colder than
the freezing point for nucleation to start is based on observation that initial ice particles are usualy
not detected when the cloud top temperature is just several degrees below freezing point
(Pruppacher and Klett 1978). Following Cotton et al. (1982), the nucleation rate is assumed
proportional to the change in the concentration of IN activated through parcd lifting, that is:

dN ON, 0T
. ¢ —L=— — 6.6.25
in which myg isthe initial mass of ice crystals and N; is the number concentration of active IN.
Since water saturation condition is required for this nucleation process, the ice supersaturation
under such a condition is given by:

_e(T) T-T, _ T-T, O
S, = ol exp%?.Z?T T 2187T 7660 (6.6.26)
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From (6.6.19) and (6.6.26), we have

oN, 0S 0 4098171  5806.485 U
—L=1296N, —<=1296N,S - 6.6.27
oT toT ' '°E{T—35.86)2 (T —7.66)25 ( )
And finaly,
[5806.
NU,, =1296m, gwN.S. 5806485 4098171 BT (6.6.28)

AT-7667 (T-3586)2 0p

When waT /op< 0, we set NU,=0. Derivatives with respect to pressure are used because
pressure is used as avertical coordinate in the physics package.

c.2  Homogeneous nucleation when T<-40 °C (HNU, and HNU,,)

When (T —T,) <-40 °C, dl cloud water and rainwater freeze, thus:

_q,

HNU, =+ (6.6.29)

HNU, = — (6.6.30)
!

c.3  Deposition and sublimation of ice particles (VD,;)

The growth rates of ice particles through deposition (sublimation) are determined by the water

vapour diffusion rate in the surrounding air and the condition for thermodynamic equilibrium. Let
(dm /dt),, bethe rate of change of the mass of a single ice particle by deposition (sublimation).

The bulk deposition (sublimation) rate can then be calculated as:

D, = %jj g%%@ N, (D, )i, . (6.6.31)

Here,

e
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L2 R,T
==+ 6.
G KRT? D,e,(T) (6633)

where (dm /dt),,, is the rate of change in mass of a single ice particle by riming, (§ —1) is the
supersaturation with respect to ice, and R, is the Reynolds number for ice crystals,
R. =D, Vv, (D;)/v. The saturated vapour pressure with respect toiceis

e = 611exp@2187TT_'7_Tg6 (6.6.34)

Applying (6.6.31) into (6.6.30) and integrating, we obtain

1 2T[(SI —1)ANt [6pg, I(1+ K)B%_ LL; C
U G N, F(4+k)0 KRTG L

(6.6.35)

where

_r@2+x) | gf 7 oot [ (25+050 +)
@+ K) 3? ?H M(1+K) (6:6:36)

and CL, isthe riming rate given by (6.6.38).

An analog to (6.6.58) (see subsection 6.6€) is also applied to prevent excessive supersaturation or
subsaturation due to the relatively coarse time steps used in mesoscale models, thus

VD, <VD,, if VD, >0

4D, VD,  if VD, <0

vi max

(6.6.37)

By replacing q,,(T) in (6.6.56) and (6.6.57) by q,(T) and using (6.6.33) to replace e,(T) in
(6.6.56), and following asimilar way in deriving (6.6.58), we obtain

_ qv qu 1
VD = . 58064855, T, A1 (6.6.38)
C,(T-766)°
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Here, g 4 isthe saturated mixing ratio with respect to ice at temperature T, and L, is the latent heat
of deposition.

c4  Riming growth (CL)

Riming occurs when the air is supersaturated with respect toice (S =10). and g, 210°g g™ and
D, = 200um (Cotton et al., 1982). The production rate due to riming can be expressed as

cL, = % JO' @iﬁﬂ@nm N, (D, )dD, (6.6.39)

with
nD?
%_ = 4I Vi(Di)Ecpqc (6640)

Integrating (6.6.39) and using (6.6.40) we get

Op,#06pq L+ k) 0™ r@3+h +x)

E N
ot 0 aN, |_(4+K)H M (1+K)

(6.6.41)

T
CL, =—a

LCI 4
in which E_ isthe mean collection efficiency of ice particles capturing small supercooled cloud

drops, and is assumed to have avalue of unity.

c.5  Contact freezing of supercooled raindrops (FR.)

In a cloud where supercool ed raindrops and ice crystals coexist, contact freezing of the rain drops
can result from the collision process. With the conditionsthat T <T,, g, >0, and g >0, the ice

production rate can be written as

FR; =% gDapLP(D, D,)N(D)dD (6.6.42)

0

in which
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T[OO
P(D,DJ:Z{(WDiVEﬁ[vr(D)—vi(Di)]Ni(Di)dDi (6.6.43)
is the probability that a supercooled raindrop of diameter D captures an ice crystal of any size per

unit time. Performing the integration in (6.6.41), we obtain

2 T(2+K) 025T(3+K)0
M TR AN TRy go84d

— 05
PR = ENoN,E, 2o, -V +

In deducing (6.6.43), an approximation |v(D) -V (Di)l = t\/r -V | following Wisner et al. (1972),
is employed. E; isalso set to 1. It should be pointed out that in some situations the probability
represented by (6.6.42) within one time step may exceed one unless N, and/or At are small
enough, which in turn results in a value of FR, (f,At) greater than g . Thus, a constraint of
FR, <q,/f At isimposed in caculating (6.6.44).

c.6 Melting of ice particles (ML, )

When ice particlesfall into alayer with T > T, melting occurs. In the model, all the melted water

is assumed to be instantaneously shed to form rain. The melting rate can be calculated using the
following equation

170 dmpg O
ML == % AD. [dD. 6.6.45
N p'([Er dt ML%\II( I)j I ( )

Here - (dm/dt)ML isthe melting rate of asingleice particle:

_ @iﬁﬂﬁm - 2L_’fT D (RYpLD; (6~ dw)r K(T-T,)]  (656.46)

where, q, is the saturation mixing ratio of water vapour at T,. From (6.6.45) and (6.6.46), we
have

[6pg M(2+ K)E%

21
ML, = ol @ - aa) K (T =T AN SR T 6647
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where A is determined by (6.6.36).

d. Sedimentation of rain and ice

The sedimentation terms P, and P, in (6.6.4)-(6.6.5) have the following form:

_1opva

= o (6.6.48)

where the subscript X represents either rain (r) or ice (i), respectively.

However, in computing the physical processes in the RPN’s package, the various quantities are
first interpolated from the host model coordinates to pressure coordinates. The calculation of the
source and sink terms are computed in pressure coordinates and the results interpolated back to the
host model coordinates. Thus, the sedimentation term actually solved is

opV.9,
= -0 T (6.6.49)

In general, the vertical velocity obtained in mesoscale models with agrid size 225 km is of the
order of centimeters or a few tens of centimeters per second. However, the terminal velocity of
some hydrometeors, for example raindrops, can reach several meters per second. With the
relatively large time step used in mesoscale models, the calculated hydrometeor fields often
become noisy and numerical instability can result. To alleviate this problem, we make use of the
concept of time-splitting. The sedimentation term is computed using a number of small timesteps
over the duration of alarge timestep used in solving the dynamic equations. The small time step
for the sedimentation of rain dropsis shown to have the following form in subsection 6.6f

Ap

AT<
=gV,

(6.6.50)

where Ap isthe pressure interval between two model levels.

Assuming a characteristic maximum rain water mixing ratio of 10 g kg* in mesoscale system,
(6.6.50) becomes

AT < 1.290°%5Ap (6.6.51)
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At hasaminimum value at the lowest integrating level. Typically, when 23 vertical model levels
are used and the domain lid is 25 km above ground level, the value for Ap is 19.8 hPa near the

surface. Thisresultsin a At of about 20 s. For simplicity, we set the small time step for ice
precipitationto At .

e Saturation adjustment technique

Considering the property of conservation of equivalent potential temperature, approximated by:

L, PR
0+ Cp—l_lqv =0 +Cp|_| a, (6.6.52)
or equivaently
T+iqv :T* +iqv* (6653)
Cp CP
where
T=T +AT,
. (6.6.54)
q, =q, +Aq,.

The starred quantities represent the variables before condensation adjustment procedure. From
(6.6.54), we have

AT + CiAqv =0 (6.6.55)

p
Since no supersaturation should exist, we must have

_ eS(T) 38 T - 27316
q, = G, (T) =0622—=- é? T (6.6.56)

that is
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\ \ .\ 00,
+Ag, =0,(T +AT) =q (T )+—= AT
A, +4d, = g, ) =a.(T") 4{6T '

. .. 409817
= 0,s(T) +0(T )WAT'

(6.6.57)

Finally, the capacity of condensation (evaporation) during one time step is deduced from (6.6.57)
asfollow:

O s 18
X = -Aqg, LT L (6.6.58)

+ 2
c,(T - 3586)

In (6.6.58), X >0 means net condensation, X <0 means net evaporation, and (X +¢.) <0 means

extrarain water needed to evapourate in addition to whole cloud water evaporation.
f. Deter mination of the small time step for sedimentation of rain

Considering the following equation for sedimentation of rain in pressure coordinates

afd ___dpqV,
@%—tﬁw_ oo (6.6.59)

Using aforward time differencing with small time step At, (6.6.59) becomes

Q)qrvr ):_1 - (pqr Vr):
Ap

g =q +Arg (6.6.60)
Here, Ap = p, —p,_,, and the vertical level index k increases downward. The integration of (6.6.60)

takes place over the time range from t —At to t + At. To eliminate negative hydrometeor content
because of the finite difference approximation, (6.6.60) must obey the condition:

(6.6.61)

g +AW (pqrvr)kz; (quv)k >0

or
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A< a8p (6.6.62)
g[(pqur)K -(pqur)HJ
A more stringent condition for (6.6.62) is
pre %8P _ AP (6.6.63)

“dpgV), 9PV
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Table6.6.1 List of symbols

Symbol Description Vaue Unit

a rate parameter for autoconversion 0.001 s1

a parameter in terminal velocity of ice 4.836 me*s?
A bulk ventilation factor for ice

A bulk ventilation factor
b parameter in terminal velocity of ice 0.25
c, specific heat of air at constant pressure 1004.6 J kg K™
CL, growth of ice particles by riming kgkg's™
CL, accretion of cloud water by raindrops kgkg™s™
CN, autoconversion of cloud water to rainwater kgkg™s™
D diameter of raindrop m
D diameter of ice particle m
D, diffusivity of water vapour 2.25x10°  m’s™
D diameter of ice particle m
e (T) saturation vapour pressure over water hPa
g, saturation vapour pressure over ice hPa
E sum of source and/or sink terms for moisture kgkg's™
E, collection efficiency of ice particle for cloud

drops
E, evaporation capacity of raindrops kgkg™s™
E, collection efficiency of rain for cloud water 1
E, collection efficiency of rain for ice particles 1
f(Re) ventilation factor
F, source term in vertical momentum equation ms™
FR, accretion of small raindrops by ice particles kgkg's™
g acceleration of gravity 9.8 ms?
G, metric term in the host model coordinate
HNU homogeneous freezing of cloud drops kgkg™s™
HNU homogeneous freezing of raindrops kgkg's™
K thermal conductivity of air 2.4x10? JmistK™
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L, latent heat of fusion 334x10° J kg

L, latent heat of sublimation 2.835x10°  J kg*

L, latent heat of vapourization 2.5%10° J kg™

m mass of raindrop kg

m mass of ice crystal kg

m, initial mass of ice crystal 10 kg

ML, melting of ice particlesto form rain kgkg's™

N(D) number concentration of raindrops per unit m™*
diameter

N, number concentration of active IN m

N, (Di ) number concentration of ice particles per unit m*
diameter

N, intercept parameter of M-P rain size spectrum 107 m™*

N, parameter in generalized gamma spectrum

NU, deposition nucleation on active IN to form initial kgkg's™
ice

p air pressure hPa

P, reference air pressure 1000 hPa

P(D,D,) probability of raindrop D capturing acrystal D, st

P sedimentation term for ice particles kgkg®s™

P, sedimentation term for rain kg kg*s™

q perturbation of q (=In(p/p,))

q cloud water mixing ratio kg kg™

a, threshold of cloud mixing ratio for 5x10™ kg kg™
autoconversion

q, rainwater mixing ratio kg kg™

q ice water mixing ratio kg kg™

q total water mixing ratio kg kg™

q, water vapour mixing ratio (moisture) kg kg™

q, pre-adjustment vapour mixing ratio kg kg™

a, saturation mixing ratio for water vapour over kg kg™
water

d, saturation mixing ratio for water vapour at T, kg kg™
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pre-adjustment saturation mixing ratio over ice
saturation mixing ratio for water vapour over ice
sum of latent heating termsin T equation

specific gas constant for air 287
Reynolds number
specific gas constant for water vapour 461.5

metric projection term

saturation ratio over ice

ice supersaturation under water saturation

sum of source and/or sink terms for cloud water
sum of source and/or sink termsfor ice

sum of source and/or sink terms for rainwater

air temperature

perturbation of T

basic state of T 0
melting temperature 273.15

velocity along X direction

terminal velocity for ice particle

terminal velocity for raindrop D

velocity along Y direction

mass-weighted mean terminal velocity for ice
mass-weighted mean terminal velocity for rain

water

condensation of water vapour

deposition of water vapour

evaporation of raindrops

vertica velocity

generalized vertical velocity in the host model
coordinate

capacity of condensation/evaporation

R/c, 0.2827
parameter in generalized gamma spectrum 0
slope parameter in raindrop size spectrum

kg kg*
kg kg™
Ks*

J kg*K™

J kg K™

kg kg*s™
kg kg's™
kg kg*s™

ms™
ms™
ms™
ms™
ms™

ms™

kg kg*s™
kg kg's™
kg kg's™
ms™

ms™

kg kg* At™
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parameter in ice spectrum
kinematic viscosity coefficient
potential temperature

potential temperature before condensation
adjustment

air density

ice density

density of water

dimensionless pressure (p/p,)
pressure increment in the vertical
vapour adjustment

temperature adjustment

timestep

small timestep for sedimentation term of rain

153x10°

900.0
1000.0

kg m?
kg m?
kg m?

hPa
kg kg*

134



RPN PHYSICS SCIENTIFIC DESCRIPTION

Table6.6.2 List of microphysical processes

VDyc Condensation of cloud droplets

VDyy Evaporation of rain water

VDy; Deposition and sublimation of ice particles

Cl¢r Accretion of cloud water by raindrops

CL¢j Riming growth

CNgr Autoconversion of cloud water

NUyi Deposition and condensation-freezing nucleation
HNU i Homogeneous nucleation when T < -40°C (cloud water)
HNUyi Homogeneous nucleation when T < -40°C (rainwater)
FRyi Contact freezing of supercooled raindrops

FRic Contact freezing of supercooled droplets

ML, Mélting of ice particles

Pr Sedimentation of rain

P Sedimentation of ice
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/. SHALLOW CONVECTION

Shallow convection accounts for the formation of small cumuli that generally produce little
precipitation while transporting vertically a large quantity of moisture and therefore play an
important role in the atmospheric water cycle. Two schemes are presently available: 1) one was
originally proposed by Geleyn (1987), and 2) the other was developed by Girard. Both schemes
work on the principle that turbulence is modified by the presence of condensed water and both
schemes amount to a modification of the Richardson number which characterizes the stability
properties of the PBL. Both these schemes were developed for models that do not carry
condensed water explicitly and are therefore empirical. When condensed water is availablein the
models, it is possible to use a more realistic representation of turbulence in saturated air. Such a
scheme, presently being developed, is briefly described first. This shows the necessary
modifications to be made to the turbulence parameterization in order to take into account the
presence of clouds.

7.1 Turbulencein partially saturated air

In saturated air, moisture and potential temperature are no longer conserved and these variables are
therefore no longer suitable for the turbulence closure assumptions. We must used instead
variables such astotal water ¢ and so called liquid water potential temperature 6 :

G =q+tq ; & = Gexp{-f Cb.dq.} (7.1.2)

and the closure assumptions become;

% . n'

aT
9z pw 6 +

— % RN oy | Ty )
pwg = pK pk % o pwT = pk [T+ T )72

where K is the diffusion coefficient for heat and moisture, T, isthe liquid water temperature and
Yd = 9/c, isthe dry adiabatic temperature lapse rate. The gradient Richardson number Ri has the

usua form when defined in terms of the flux Richardson number Ris :
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g —
= pwTy
Rio= KM R = Km Tv (7.1.3)
K K pw'V oV [0z

where Ky is the diffusion coefficient for momentum. However, the buoyancy flux is very
different. Indeed, using the complete expression for virtual temperature in presence of condensed
water:

T,=T (1+qf ; qt) (7.1.4)

virtual temperature fluctuations must be calculated taking into consideration the perturbations of
saturated specific humidity in terms of temperature fluctuations:

Lge=LTWS1=pT 7.15
whence:

Ty_ 1+a T|+th')_T ' 7.16

v 1+B (TI T | T, ™ (719

witha = -pL 9%s and B = L9%s andwhere 1+ 0 = % s the ratio of saturated to dry
op % ot 1+ Vd

adiabatic temperature lapse rates. Multiplying (7.1.6) by pw', averaging and substituting the
closure relations (7.1.2) gives:

\Ta+gloz " T % T oz “Tvozf

With the buoyancy flux given by (7.1.7) and the usual momentum closure, the gradient
Richardson number (7.1.3) becomes:

9f1+a(0T, W), 1ta LT _TT |0
_ T 4B oz T g T Tv)az/ 718)
v /67"
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Given the assumption that no supersaturation is allowed, the liquid water flux is not independent.
It israther uniquely related to total water and liquid water temperature fluxes as follows:

LT
pwq[ Bpr,
LT = &%T 7.1.9
oT pow'g) 143 (7.1.9)

Given also that only a fraction b of the volume considered is saturated, an additional closure
assumption is needed. Calculating perturbations from the identity:

g =0a - Uas (7.1.10)

where U is the relative humidity, multiplying by pow' and averaging as before, we derive arelation
for the liquid water flux:

LT = @ T 7.1.11
T ow'g, 1+ BU ( )

which has an additional term, qyspw'U’, the water vapour flux. Partitioning of the liquid
condensed and vapour fluxes is then necessary. For example, using Sundgvist's partitioning
assumption between condensation and moistening, we have:

. CLpT' pw'g - B U pw'T|
va pw Qg = b eff (7112)
1+8U

where b =1 -k (1-b) is an effective cloud fraction for turbulence, k being a function of the
actual conditions in the volume coupled with the parameterization of b. It is possible to modify
Sundqgvist's scheme such that k=1 and b =b. This is a simpler and more traditionnal
partitioning assumption. Applying the same assumption to the calculation of the buoyancy flux
leads to the following final expression for the gradient Richardson number:

Dhest T

. 5T T, 0z

R = , (7.1.13)
|aV/aj

in which
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Cr = (L-ber) + b TFAY 1 Gy = (L-be) O + by 1FAYU (7.1.14)
1+8U B 1+8U

When b = 1, we recover the saturated case (7.1.8), while when bgr = 0, the Richardson number
returnsto its usual clear air turbulence formulation:

9, T,
, Tvioz T
R = (7.1.15)

oV /64

It is clear then that this formulation is a generalization of the clear air case, provided that we also
apply the diffusion process to the appropriate generalized variables T; and ¢;. Such ageneralization
of the diffusion process, as described in section 2, is exactly the planned scheme. It essentially
consists of:

a) calculating a modified Richardson number using (7.1.13),

b) diffusing T, and ¢ instead of T and q.

7.2 Girard scheme

If we consider a simpler parameterization of condensation that does not provide for a cloud
fraction (condensation occurs only when a model grid point is saturated) and that there is no
prognostic condensed water variable (all condensate precipitates immediately) such that the
variables T; and g; cannot be defined. It isstill possible to estimate a modified Richardson number
to enhance moisture fluxes in and immediately above the PBL. Noting that:

0 _ (14p) (aT + %) (7.2.1)
0z 0z

o T, LT 0 T

+\6+L
0z T 6T 0z 0z G

we may approximate the Richardson number for cloudy air (7.1.8) by:
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g/(1+a) (aT+ TZGQV\ g(aTV+ S)
Ri cloudy = ! \ 0z I 62/ = vlaz (7.2.2)
’ oV / 04 v /67

in which the virtual temperature gradient has been approximated by

Ty :Tv(anaLaqv _T20% (723)

0z T oz Bcp 0z Tvoz

~ T[0T o L 9%s T200Qv
Tloz p% 0z Tvoz

and where yys = T?V{Q Va +

1- 9|y is the saturated adiabatic virtual temperature lapse rate.
B

Postulating the Richardson number for partly cloudy air to be a weighted average of clear and
cloudy cases:

Ri = (1-bsh) Ri clear + bsh Ri cloudy (7.2.4)

where by, may be interpreted as a shallow convective cloud fraction to be specified, we obtain:

aT 0
J (V + (1'bSh)T?V Yo + bsn Ws) g( & bsn rvs)
_ o

T
R = v\ oz : _ 6, \ 0z . (7.25)
oV / 97 oV / 97
wherelNys = TTV( 1-rgand g = g(yd - ) are the saturated adiabatic lapse rates of virtual
B

potential temperature and potentia temperature respectively.

Under certain conditions, a value of O<bg,<1 is diagnosed. The modified Richardson number
(7.2.4) isthen used in the TKE equation and in the various stability functions (see section 2). This
will decrease the effective stability (measured by Ri) and hence will generally increase the fluxes
through an increase in the diffusion coefficients. A key feature of the scheme is that, although
diffusion is applied on T and q, instead of the correct variables T; and o, the heat flux (potential
temperature) istreated in amanner similar to the buoyancy flux, being calculated using an effective
gradient (0680z —bs,[5), and resulting in amodified diffusion equation for potential temperature:

20 _ 0
Pa = azP

00
K a7'bgh rs

(7.2.6)
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Thus, although potential temperature diffusion is enhanced as much as moisture and momentum
through increased diffusion coefficients originating from modified Richardson numbers, a smaller
impact is seen in potential temperature because diffusion maintains a more stable (depending on
bs,), more realistic profile due to the presence of a non-vanishing equilibrium profile given by
b Is.

The convective cloud fraction by, is chosen different from zero only in the case of a conditionally
unstable layer (that may include more than one model layer) immediately on top of an unstable

PBL. Itisestimated by:
b :\/(1-<rv>) /(2-<rv>) (7.2.7)
I—VS I-VS

where <[> isthe mean virtual potential temperature gradient in the layer starting from the surface
and ending at the level considered.

7.3 Geleyn (1987) scheme

If we suppose again that there is no prognostic condensed water variable such that the variables T,
and g cannot be defined. The fact that turbulence in saturated or nearly saturated air is not
considered may lead to steep moisture gradients in the stable layer immediately above the dry
mixed layer. If we modify the gradient Richardson number used in the dry PBL parameterization

as follows:
" T
R = 6, \ oz G : 0z 0z (73.1)
oV / 87

it is clear that the steeper the actual moisture gradient is (compared to the moist adiabatic moisture
gradient), the smaller the modified Richardson number will be, leading to enhanced vertical
diffusion. This empirical modification of the gradient Richardson number, used in the TKE
equation and the various stability functions (section 2) of the PBL parameterization, is the essence
of Geleyn (1987) scheme.
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8. CLOUD PARAMETERIZATION

Clouds, through their impact on radiation fluxes, play an important role in the atmospheric energy
cycle. Cloud parameterization is however strongly dependent on the representation of stable and
convective condensation. Three operational schemeswill be briefly described and criticized here:
the (old) diagnostic scheme coupled with calculations of cloud water and two new semi-prognostic
schemes coupled with varying levels of prognostically calculated cloud water.

8.1 Thediagnostic scheme

This scheme was designed to work with models having no prognostic cloud water variables. a
simple stable condensation (CONDS), shallow convection (CONRES), and deep convective
condensation (KUO) schemes. Basically, cloud water contents are estimated diagnostically as a
function of temperature.

a Stratiform clouds

The following smple formula:

_(u- uc)z
by (1_ o 8.11)

is used independently of the stable condensation scheme which requires saturation (U=1). It isnot
surprising that our most satisfactory results were obtained with Uc=1. The problem encountered
with b g << 1 in absence of condensation is best explained by the development of an unrealistic
feedback between cloud fraction and radiative cooling in absence of compensating heating due to
condensation. In effect, cooling increases relative humidity which increases cloud fraction which
in turn enhances cooling.

b. Shallow convection clouds

The parameter b 4, (squared) in the shallow convection paramerization (described in section 7.2) is
used to characterize the shallow convective cloud fraction.
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b = (ben)? (8.1.2)
C. Deep convection clouds
The cumulus cloud fraction be, given by the KUO scheme (Equation 5.2.10) is used.
d. Total clouds

Total clouds are not obtained by summation of al types of clouds. Indeed, total clouds are equal to
stable clouds by if other categories are absent, they are equal to shallow cloudsif convective clouds
are absent, and they are simply equal to deep convective cloudsin the presence of deegp convective
clouds.

I beu if bz O
b=1 by if byz0 and by=0 (813
\ by if bg#z0 and bgy=bu=0

Such a strategy tends to minimize total cloud amounts. Although it was not designed for that
purpose. Rather it deriveslogically from the design of the schemes themselves. Indeed, the KUO
scheme, by design, overrules both shallow convection and stable condensation: it is called after
shallow convection and before condensation using, on the one hand, convective moisture fluxes as
an integral part of its moisture input and on the other hand, leaving no supersaturation for the large-
scale condensation to work on. Globally, the cloud cover reaches 50% while the net radiative
cooling is about 0.75K/day.

8.2 Thefirst semi-prognostic scheme

The main feature of this scheme results from Sundgvist stable condensation scheme which
forecasts cloud water in stratiform clouds explicitly.

a Stratiform clouds

The stratiform cloud fraction is a forecast quantity since it is linked diagnostically to forecast
guantities, namely through relative humidity:
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by = 1-,/1-U (8.2.1)

Thisformulais not empirical. It derivesinstead directly from Sundqvist closure assumptions (see
section 6.3). The critical relative humidity Ug remains the only arbitrary empirical parameter
taking into account all influences on cloud formation besides relative humidity. Generation of
cloud water and precipitation in turn depends on the cloud fraction and its evolution in time.

b. Deep convection clouds

The deep convective cloud fraction provided by the KUO scheme (Equation 5.2.10) remains
unchanged and deep convective cloud water is calculated diagnostically and added to the stratiform
cloud water variable to form total cloud water. However, the artificial nature of this convective
cloud water calculation results in non-conservation of moisture.

C. Shallow convective cloud fraction

The shallow convective cloud fraction (8.1.2) is used (but divided by 2) and becomes part of atotal
cumulus cloud fraction. Assuch, it prevents stable condensation, since stable condensation is only
allowed to occur in absence of cumulus convection. However, in contrast to deep convection,
shallow convection may leave the atmosphere supersaturated.

d. Total clouds

Total clouds are given by:

o, = | Db if b0
| by2if  be=0

byt by if bey=0

b = bst + bcu

(8.2.2)

8.3 Thesecond semi-prognostic scheme
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The main feature of this scheme is that the generation of both stratiform and convective cloud
water are done by Sundqvist scheme (CONSUN). A diagnosed convective cloud fraction, along
with the total condensed water before its partition into cloud and precipitating water, has however
to be provided to CONSUN by the deep convection schemes (KUOSTD, KUOSY M, etc ...).

a. Combined stratiform and shallow convective cloud fraction

Here, Sundqvist relation (8.2.1) is taken to represent all clouds except deep convective clouds.
This is more coherent with Sundqvist's assumption that all influences on cloud fraction besides
relative humidity, including conditional instability leading to shallow convection, must be
represented by Ug. It is also coherent with the turbulence scheme which uses the cloud fraction
provided by Sundqvist scheme rather than calculating its own. However, Ug remains a constant,
as conditional instability is not taken into account in the definition of Up.

b. Total clouds

Because stratiform condensation no longer requires saturation, the presence of deep convection
should not any longer completely eliminate stratiform clouds, although it should seriously curtail
its growth. In order to ensure that total cloudiness varies smoothly from one cloud type to another,
total cloudiness is assumed to never become less than what would have been obtained in absence
of deep convection. Thus:

by = max(bg - be, O
. | (bs - b, ) 83.1)
b = by + by

whenever stable clouds should be present according to Sundqvist's formula and they remain to be
progressively replaced by convective clouds.
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9. INFRARED RADIATION

Two options are available to represent the effects of infrared radiation processes. 1) a simple
scheme based on Sasamori (1972), and 2) a more advanced scheme based on Garand (1983).

9.1 Sasamori scheme

Infrared cooling rates are calculated at all levels from a scheme by Sasamori (1972). Only H,O
(rotational bands and 6.3 pm band) and CO, are considered to be active for the absorptivity; no
cloud masking or liquid water effects are included, although the scheme allowsi it in theory. The
radiation scheme is simplein the sense that all space integrals entering the basic radiative transfer
eguation are replaced by "jump" terms. In other words, for the net infrared cooling rate at height z,
because of the preponderance of the radiation exchange with both space and ground boundaries,
the atmosphere is assumed isothermal at T=T(z), except for infinitesimal layers near each
boundary, leading to:

= L(I) /[B(z) -B(zs)] oA (z, zs) + [B(z7) -B(2)] a—A(z, zT)} ,  (9.11)

oT
r P 0z 0z

ot

where

B=ag, T"
and A(z1, zp)= combined absorptivity for the (z1, z0) layer.
The boundary terms are:

B(z): o, T2 (ground) ,

B(zr) =0 (space, p=0),
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For efficiency reasons, it is possible to execute afull radiation calculation at chosen time intervals
in the model's time integration loop.

The surface flux F; is calculated independently of the cooling rates using an empirical formula
from Staley and Jurica (1972):

= Ps Qa [008 _
F =067 =B PP B(z) + aF; (9.12)
The deltaterm is added to the origina formulato enhance the flux in the presence of clouds. These
infrared radiative correction terms are obtained as in Coiffier et a (1986):

AF-=ay {0.25 T4(a|) G+027T* (%) Con[1- qﬂ

+0.32 T4(0n) (1- Cm) (1- C)) (9.1.3)

9.2 Garand scheme

Thisisan improved version of the scheme originally proposed by Garand (1983) and described in
Garand and Mailhot (1990). The scheme takes into account the radiative effects of water vapour
(including the continuum effect), carbon dioxide, ozone and clouds. In comparison with the
simple scheme based on Sasamori, the interaction with clouds represents a major additional effect.
The continuum effect is also important, as is 0zone, a gas that is active ailmost exclusively in the
stratosphere. The infrared scheme is based on a broad-band model and uses precomputed
transmission function tables for efficiency. The details of the algorithms and data sources are
presented here. Details on the organization of the code itself are given in Appendix 6.

a. The broad-band model
In the context of aband model, radiative heating rates are obtained from:

N
0T g o 021
at Cpps n=1 60
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where F, isthe net flux for the nth spectral band and N is the total number of bands. The net flux
is defined by:

Fn(0)= F1(0)- F;(0) (9.22)
where:
1
Fi(0)=Bn(0) + Bn t(g,0") do” (9.2.3)
do’
F!(0) = -Bn(0*)t (0%,0) + Bn(c*) - | LBt (0,07) do (9.2.4)

do’
o
In these expressions, B,, is the spectrally integrated Planck function (flux units) for band n and the
asterisk refers to the top flux level. The Lorentz line shape is assumed for the transmission
function t:

kmg,0”)

tn(aar)wp-fkm(aa')(“

- /2\
AN 9.2.
& nado,o’) N

/

of the three gases considered by the model ( H,O, CO, and Og). The basic spectroscopic

parameters are k/d and Tt0p/d where k is the mean line intensity, d the mean line spacing and ag

is the mean line half-width. The amount of absorber m and scaled absorber amount M @ (see
Rodgers and Walshaw, 1966) can be obtained from:

mlo)=5 e/t ale) o ©29
— 2 U'
nlao)doo)=3 [ antolaleaor @27

with
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@(T) = explan (T - To) + bn (T- Tof2 (9.2.8)
Wy(T) =expla’s (T-To)+b'n (T-ToR (9.2.9)

in which D isthe diffusivity factor (of value 1.66) used to approximate the integration with zenith
angle (Elsasser, 1942), po and T, are respectively the reference pressure (1013 mb) and
temperature (260 K) for the spectroscopic data and q is the absorber's mixing ratio. The variation
of the absorption coefficient with temperature is taken into account via (9.2.8) and (9.2.9) in which
a, b,a’,and b’ are constants. These constants are obtained from the basic spectroscopic data
available at three temperatures (220 K, To, 300 K) following Rogers and Walshaw (1966).

The purpose of a broad-band scheme is essentially to pre-compute the spectral integration, rather
than parameterize it by agloba fit. Combining (9.2.2)-(9.2.4), the net flux can be written as:

N
F(o) =) Fn(0)=G1[T(0*), U(c*, 9)] o, T* (0*)
n=1

. (9.2.10)
| a9 G,[1(0"), U(o, o) do’
do’
o*
with
1 N
Gy(T,U) = e nZl Bn(T)ty(U) (9.2.11)
N
Gy(T,U)= 1 9Bn, (U) (9.2.12)

= ty
40,73 5 0T

where gy, is the Stefan-Boltzmann constant and U is the band-independent absorber amount
defined in the next section. The frequency integration is pre-computed via tabulation of the G; and
G, functions. A problem arises in bands where several absorbers enter into play. Each absorber
amount would be required as argument of the G; and G, functions, resulting in very large tables.
We chose to expand the right hand side of (9.2.11) and (9.2.12) in order to isolate the bands where
severa absorbers are active, two in the present context, denoted by indices 1 (water vapour) and 2:
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K
(T, U1,Uz) = Gy (T,Ug)+ 1 5" By(T) tU)t(Uz) (9213
T &
K
* 0By (T
BTULU) =G Tug+ L5 BDyupuy 0219
40bT k=1 aT

The asterisk indicates exclusion in (9.2.11) and (9.2.12) of the K bands where CO, or O are active
absorbers in addition to water vapour.

b. Spectroscopic data and band definition

The spectroscopic parameters are derived from the recent HITRAN database (Rothman et al.,
1987). Inthe infrared spectrum, the range for H,O, CO,, and O gases covers 0-2500 cmt. The
spectroscopic parameters are available for three temperatures. 220 K, 260 K, and 300 K. Rodgers
and Walshaw (1966) have shown how to use this information to parameterize the temperature
dependence, that isto derive a, b, a’, b’ to be used in (9.2.8) and (9.2.9); the values of k/dand Mag
10in (9.2.5) arethose valid at T, We now have new spectroscopic compilations (HITRAN-1996),
larger coverage (0-3000 cm1) and availability at any temperature. We also have spectroscopic
values for eventual additional gases: CH4, N2O, and CO.

Table 9.1 gives the band limits considered in the broad-band model. The G; and G, termsin
(9.2.13) and (9.2.14) represent a summation over 225 bands at the full database resolution of 10
cml, The second terms on the right of (9.2.13) and (9.2.14) are computed over the spectral ranges
defined in Table 9.1. The ozone band covers the range 1000 to 1070 cm1. The 15 micron CO,
band is split into three parts. As seen in Table 9.1, the absorption coefficient is two orders of
magnitude larger in the central portion (640 to 700 cm1) than in the wings (580 to 640 cm! and
700 to 760 cmrl). Furthermore, the spectroscopic parameters are similar in each wing. For this
reason, the two wings may be combined by using the average transmission of the two wings.
Thus the broad-band model is made up of four spectral bands: one ozone band, two CO, bands,
while the rest of the spectrum is covered by the G; and G, terms. The transmission functions for
H,0, CO,, and O required in the last term of (9.2.13) and (9.2.14), and B,(T) and dB,,(T)/dT are
also stored. Fifty transmission values are stored per order of magnitude of U (equally spaced on a
logarithm scale) while the resolution in temperature is 1 K; no interpolation is required with tables
at that resolution. Equations (9.2.13) and (9.2.14) can easily be adapted for the inclusion of other
absorbing gases such as methane or for consideration of other absorbing spectral regions such as
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the 4.3 micron CO, band. We have noted that our model has little dependency on the doubling of
COy. This dependency should be of the order of 1 W/m2 on atropical profile and 2 W/m2 (from
line-by-line calculations) on an arctic profile while in our model it is only of afew tenths of one
W/m2. Thisindicates that the CO» wings as defined below are not large enough (the center CO»
band is opaque and therefore not sensitive to any increase in CO» concentration). Tests were made
which confirms this; new tables based on extended CO> wings will be used in a future
implementation.

Table9.1  Definition of the bands where CO2 and O3 are active concurrently with
water vapour .

(Spectroscopic parameters listed for each gas.)

Band Gas k/id T0p/ O a’ b’

(cmrd) m2/kg 103K-1 106 K2

1000-1070 O3 255.7 8.1932 1.71 -7.86
H,0O 0.0026 0.0784 26.19 -87.84

580-640 CO, 5.439 0.9239 14.10 -40.35
H,0 0.7415 0.0740 17.57 -56.96

640-700 CO, 198.0 0.9768 3.06 3.45
H,0O 0.1761 0.0715 17.68 -53.33

700-760 CO, 4.035 0.8224 17.39 -53.90
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H,0O 0.0666 0.0684 21.61 -65.56

C. Strong-line approximation and temper atur e effects

The strong-line approximation (SLA), which simply results in the neglect of the "1" in the
denominator of (9.2.5), is very convenient since it leads to a definition of the absorber mass U that
is band-independent. Thisis necessary for the application of (9.2.10)-(9.2.12). The optical mass
then reduces to:

Mi(o,0") = {kﬂoo Unlo, a')T/Z (9.2.15)
o o
where U is defined as:
Un(a, 0') =m, (0, 0') ;Lh (a,a') (9.2.16)

and can therefore be computed from (9.2.7). To achieve band-independence, constant values of a’
and b’ are required in (9.2.9). They were obtained by trial and error (see Table 9.1). The
temperature dependence of the spectroscopic parameters is important for water vapour. It can be
neglected for the ozone band (a” is small) and for the central CO, band. Inthewing region, a’ is
not negligible (~0.015 K-1). Temperature effects are neglected for O3. The CO2 amount from
layer to layer is computed with temperature effects included and no SLA approximation in a
specific routine called CO2INFO. The average transmission function for the wingsis obtained by
using the average value of krtap in (9.2.15), which is 4.1717 m?/kg from Table 9.1.

The SLA reduces the absorber mass significantly in weak bands of absorption. A second-order fit
is made of the true optical mass M given by the Lorentz line shape (the exponent in 9.2.5) against
the SLA optical mass, Mg 5, given by (9.2.15). For each band, a different fit is used in the
computations of the functions defined by (9.2.10)-(9.2.14). Thus, the U computed in the broad-
band model from (9.2.16) refersto a corrected U in the tabulated functions. For the ozone band, a
second order fit is made:

ML =cMZ A+ dMg A (9.2.17)
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with ¢ = 0.2023 and d= 0.1630. For water vapour, ¢ and d were determined for each 10 cm-1
gpectra interval.

d. Continuum absor ption

For the spectral region 800-1250 cm-1, the absorption due to water vapour continuum (Bignell
1970; Grassl 1973) must be considered, as it represents a major effect in warm and humid
atmospheres. The continuum absorption coefficient varies with frequency and temperature
following Burch et a. (1974) and Roberts et . (1976):

K{V,296) = 0.418 + 557.8 exp (-7.87 x 103V) (9.2.18)
_ 1.1
K{v,T) = Kd1,296) exp[lsoo(T 296)} (9.2.19)

with v incm™L.

The transmissivity is defined by exp[-U_ K (v ,296)] and the expression for the absorber amount
U, isthat suggested by McClatchey et a (1972) and Blanchet and List (1987):

Pog

g

Udo,o’) =2 f ’ do") pwlo)i(T) +0.0002 (plo”) - pwlc”)) do” (9.2.20)

where q is the water vapour mixing ratio, p,,, is the partial pressure of water vapour and f(T) is the
exponentia term in (9.2.19). The second term in (9.2.20) is relatively small and accounts for
interactions with other gases.

The continuum absorption isimplicitly considered by computing the total optical mass M; as:

There is a strong relationship between the absorber amount U,,,, due to water vapour lines
obtained from (9.2.11) and the absorber amount U due to water vapour continuum obtained from
(9.2.20), that can be expressed by the following fit:

UdUu) = €U, + Uy (9.2.22)
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with e = 4.6302 10-6 m#kg? and f = 9.1758 10-3 m2/kg. Werecall that M. = UK(v ,296) and M
are derived from (9.2.15) and (9.2.17). Since (9.2.22) is band-independent, continuum absorption
can be considered at the basic resolution of the spectroscopic data (10 cm1 in the G; and G,
terms).

Climatological values of ozone data recently compiled by Kitaand Sumi (1986) are used, asin the
form of monthly values for 10-degree latitude bands and 37 pressure levels (up to 0.003 mb). The
original data in ppmv are converted to mixing ratio after latitudinal interpolation followed by
vertical interpolation to the desired sigma levels. The CO, concentration is assumed constant
throughout the atmosphere at 330 ppmv or 0.5 g/kg.

Cloud effects are considered as follows. The cloud transmissivity in each layer is defined as (1 -
£C) where C is the cloud fraction and ¢ the cloud emissivity. Random overlap is assumed for
cloud layers separated by clear ones and maximum overlap is assumed for adjacent cloudy layers.
Cloud attenuation is considered by simple multiplication of the level-to-level cloud transmissivity
with the level-to-level gas transmissivity t, in (9.2.3) and (9.2.4). The cloud emissivity is
determined in aroutine called CLDOPTX (cloud optics) as defined in Yu et a (1997, see their
eguations 1-6). Cloud emissivity depends on the liquid or ice water paths (or mixture) following
Stephens (1978, for water phase) and Ebert and Curry (1992, for ice phase). For instance, the
water phase emissivity isgiven by:

ew=1-exp (-0.0783 D LWP ) (9.2.23)

where D isthe diffusivity factor (D = 1.66) and LWP isthe liquid water path defined by:

LWP =fy CWC o;p (9.2.24)
where fyy is the fraction of water phase in alayer and CWC is the cloud water content (both phases
combined). CWC iseither abasic model variable or needs to be parameterized from temperature.
A similar formula defines the ice emissivity and the combined (tot) ice (i) and water (w) phase

emissivity is obtained from:

ot =1-(1-&)(1-ew) (9.2.25)
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For models with their top layer typically centered near 10 mb, the downward flux at the top of the
model is non zero (~afew W/m2 at 10 mb). In (9.2.4), the temperature at the top of the first layer
issetto T(o*) =T, + 600 oy (subscript 1 refers to the middle of the first layer) as a means of

compensation. In addition, the cooling rate of the first layer is obtained by linear extrapolation
from the valuesin the second and third layer.
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10. SOLAR RADIATION

Two options are available to represent the effects of solar radiation processes: 1) a simple scheme
described by Delage (1979), and 2) a more detailed scheme based on Fouquart and Bonnel (1980).

10.1 Simple scheme

The solar radiation scheme calculates two quantities: the solar flux arriving at the surface, whichis
the main term in the surface energy balance, and the heating rate at each level caused by the
absorption of solar radiation. Those two effects are modulated by the zenith angle, atmospheric
dust, water vapour, clouds, and stratospheric ozone. The zenith angleis calculated as a function of
the location, date, and time; dust and ozone are climatological values, and water vapour and clouds
are specified upon input. Severa variable-cover cloud layers may exist, and their opacity depends
on their height. The absorption of reflected radiation at the surface is not considered.

A detailed description of the scheme can be found in Delage (1979). The following changes have
been made to the scheme since then:

1) The maximum energy absorbed by ozone has been increased from 30 to 38 W/m2.

2) Warming due to ozone takes place from 0=.25 (instead of 0 =.15) and increases linearly with
height (-In 0) up to 0=.035, above this height it remains constant.

3) The absorption coefficient of clouds has been increased from 1.5 to 3.0.

10.2 Fouquart-Bonnel scheme

The scheme is essentially that described by Fouquart and Bonnel (1980). There exist two versions
of this scheme, with one or two spectral intervals. We use the faster, one-interval, version. The
scheme takes into account the effects of H,O, CO,, O3 and clouds, and considers Rayleigh

diffusion and multiple scattering. It also considers the absorption by the cloud liquid water content
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and can take account of aerosols. The solar scheme uses the same ozone data as the Garand
infrared scheme (section 9.2). The planetary albedo (top) is amodel output that can be compared
directly with satellite data. The reader is referred to Fouquart and Bonnel (1980) for a detailed
description of the scheme. Details on the organization of the code itself are given in Appendix 6.

Recently, new cloud optical properties and aerosols were specified (Yu et a, 1997). The optical
properties are single scattering albedo, asymmetry factor, and optical thickness. These properties
are al function of the liquid or ice water paths and (a mixed phase is al'so possible). These paths
are obtained directly from the simulated cloud water content (CWC) or, if not available, from a
value diagnosed from temperature. The properties are defined in routine CLDOPTX.
Parameterizations are those suggested in literature. It isfound necessary to divide the computed
optical depth by about a factor of three to get a reasonabl e top-of-the-atmosphere albedo of about
30%. This factor accounts for cloud inhomogeneity and compensate for the assumption of
random overlap of cloud layers implicit in the Fouguart-Bonnel scheme. Climatological lower
tropospheric aerosols were aso specified which differ over land and ocean and have a latitudinal
dependency.

Above 80 mb, the heating rates are parameterized (and adjusted so that the sum with the infrared
cooling rates over the entire globeis zero). At 10 mb, the rates vary from 0 to 6°K/day, depending
on the solar angle. With RADFIX off, these adjustments are not used (even though it should be
the case). Asintheinfrared code, thereisan option to compute radiation on a subset of the model
levels in order to save computer time. This option is not used operationally. Radiation is
computed every KNTRAD time steps. For intermediate time steps, the surface flux and the
columnar heating rates are weighted by the ratio of sun angles at a given time step to that at the
timestep at which it was calculated (KNTRAD multiple). Specia careistaken to avoid problems
near sunrise and sunset.

In 1998, it is foreseen that a new scheme will be available with the option of having between 2 to
15 spectral bands, with accompanying optical properties (CLDOPTX generalized to multiple
bands).
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APPENDIX 1 - Solution of the analytical part of dE/dt

We are solving here (2.2.29):

(n+1)A E
~_dE ExpQ (2.2.29)

dt 12 32
n BE™" - CE
nAt E

with C positive definite and B real. The variable n = EV2 isintroduced, and s = +1 = sgn(B); the
integrand may thus be rewritten as

2 Ay (AL1)
C D2 - ,72

whereD2=|B |/ C =0. Thefollowing cases fully describe the complete solution

a.D2=0.

Then (B1) reducesto

idj :; '1 =
Eopp TG d(nt)=dt (A1.2)
which yields
. -1
n =[(n”)‘l +%} (AL3)
b.s=-1.
Then (B1) becomes
2 41 _ 2 { -1('7)}:
Cpremp TCD d|tan {J] = dt (A1.4)
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which yields

\

[ (AL5)

n
f7* =D tan {mao{o,tan'1 (%)DZCAt

n (or E) isdecaying until it reaches zero and remains this way afterwards since dE/dt = 0 for E =
0.

C.S=+1.

Then (B1) becomes

2 dn (AL6)
C D2 - rIZ

We seethat (A1.6) hasapoleat n =D. Thiscorresponds to an equilibrium value toward which n

is asymptoting from itsinitial state nN: IA|{n n* =D, inthiscase. There are three subcases:

1) n" <D.

ngrowsto D. (Al1.6)yields

and

n
n* =D tanh {tanh‘1 (%

+ % At} . (AL.7)

2) n" =D.

dn _ )
The equilibrium is already achieved (dt =0).
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n =n". (AL.8)
3) n" >D.
n reducestoward D. (A1.6) gives
dt = 2 d {coth-l (gﬂ (AL9)

n
n" = Dcoth {coth‘l (’7D

+ %C At} . (A1.10)
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APPENDIX 2 - Solution of vertical diffusion equation

a. Transformation to ¢ coordinate

We want to solve the general vertical diffusion equation,

Y ='g(pvv il
S =

for y=u,v, 8, qor E. At thetop of the domain, a no-flux condition isimposed

Kw(tpz - ;{p) ‘top =0, (A2.1)

while at the base of the domain, the condition is continuity of flux for ¢ # E is:

Klp(wz ) Yﬂ) ‘a ) Cwuk ((»Ua' L'Lls), (A2.2)

and for Y = E:

KM/Z - ){U) ‘a: 0. (A2.3)

Before proceeding, the equations are transformed to the sigma coordinate:

Y= [Iﬂ, U+, K (A2.4)

Kw ¢U+,7w) q:o; (A2.5)

‘k”w Y+ ;/w Ll =-AC, U (‘!’a' (,US); (A2.6)
A= %; (A2.7)
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K =A°K : (A2.8)

yw =A yw . (A2.9)

b. Timediscretization

The time discretization isimplicit, with the time step At ', being either 2At for ¢ # E or At , for ¢
=E. Theinitia value (at timen - 1 or n) isdenoted by (/'

woo-yr o n+l | ~
o —{Kw (Lpa ¥ (A2.10)
subject to
K w (wa“” + ;’w) . =0 (A2.11)
L . _A(C Vn-l( n+l n+1); £ E
K (4/” Yay J (G GaVa) (0 S (A2.12)
vive s Yle \ 0 . (w=§

For ¢ = E, Kw is computed from E" [and not E*; cf. (2.2.2b)], while for ¢ # E, Kw is

computed from E" 2.,

C. Vertical discretization

In terms of centred finite differences on the vertical grid shown in Fig. 1, the vertical diffusion
equation (A2.10) together with the boundary conditions (A2.11) - (A2.12), can be written as the
matrix problem:

K _ K* K *
(I-D -B)AqJ_D W +r +A+B Y , (A2.13)

where
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A¢{<:¢{(”+1-¢{: , 1<k <n-l.
n-l n+1

A=Q N1 At'(cwuk) W

B =-Q N1 QN AU (Cw u*)n-l ,

K K y-K_ .Y
r = k"M kal a0 1<keN-1 . (A2.14)
05(qy - G4

Here, | isthe identity matrix and the diffusion matrix DK istridiagonal with the non-zero elements:

DK = Ki1 At' |
et 05(G - G ) (%~ Ga)

DX = Ky At
It 05(G - Gy ) (Gen - G)

K _ ~K K
Dy« = Dkt ~ Dy ean - 1<ks<N-1, (A2.15)

, K _ K _
(Wlth Do =Dyin = 0) :
Equation (A2.13) is solved for Ay. Note that the equation is not solved at k = N. Note also that
the discretized equations (A2.13) (k =1, N-1) conserve the net boundary flux, as does the
continuous form (A2.10), up to time truncation errors.
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APPENDIX 3 - Penman-Monteith potential evaporation

Following Pan (1990), the actual surface energy balance can be written as:
BL B (Ts)=-H(T))- G - com Té + Ry (A3.2)

where G is the ground heat flux. By definition, the potential evaporation rate Ep(Ts) corresponds
to a (hypothetically) saturated soil surface (=1) at atemperature Ts:

' ) 4
Ly B (Ts)=-H(Ts)- G - e0mT'¢ + R (A32)
Using a Taylor series expansion to the first order:

copT s = opTA +(Ts - Ta) 4eog T3 (A3.3)

) = . _1.\da
Ly Ep(Ts ) =Ly PCTU*{[QSaI (Ta) - 0a) + (Ts - Ta)T?‘Ta}

q (A3.4)
= Ly Ea+ Ly pCrti(Ty - Ta)%
Ta
we get from (A3.2):
Lv B (TS') =-G- eos Tél +Ra- (Ts' - Ta)(450513 Té” + CppCTU*) (A3.5)
Using (A3.4) and (A4.5), we can solve for Ep(Ts) by eliminating (Ts -Ta):
O\Ry- eogT4-G)+(1+ yL
LVEp (TS'): (Ra B la ) ( » an (A36)
1+y+d
where
0= L7V dqsat
G dT I,
and
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— deog Tg

CpPCrlh

Similarly, using (A3.1) and (A3.6), we can eliminate G and obtain:

LVE(TS) = 1 Seap (TE-TH+ HT)+(1+ YyLEJ (A37)
1+ y+ 6(1 - B)

Again by series expansion, we have:

gap (T4-T8) = (Ts- Taheap T3 = yH(Ty)

and therefore:
LE, (Te) = - yi +5 (’; v | SH(Te) + LyEa (A3.8)
Noting that:
LvEp (Ts) = LvEa + ¢opCrux (Ts - Ta) 0= LyEa + OH(Ts) (A3.9)
we get finally:
EJTs) = L . yi +5 (’; : B)] Ex(Ts) (A3.10)

Therefore, Ep(Ts) can be related to Ep(Ts) that can be used directly in the "force-restore” equation
to compute the actual ground surface temperature Ts .
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APPENDIX 4 - Details on thermodynamic functions

a Saturation specific humidity

The Tetensformulais used to compute the saturation pressure (Lowe, 1977):

T-T
e(T) = aexp| a, Taj (A4.2)

where the values of a; and a, depend on the sign of (T - To) (i.e. water or ice phase) with Tp =
273.16 K. The saturation specific humidity qg, 1 is defined as the mass ratio of water vapour to

moist air:

eg(T)

T b (9e (M (A4

with € = Ry/Ry, where Ry and Ry are the gas constants for dry air and water vapour, respectively.
The values of the constants used in the calculation of the thermodynamic functions are given in
Table A4.1

b. Equilibrium values T*, g* at saturation starting from T, g

Considering only phase changes between water vapour and either liquid water or ice, the changes
of T and g arerelated to:

c
R |
c

fd

G g dT=-Ldq (A4.3)

where cpg and cpy are the specific heats for dry air and water vapour, respectively. Defining a
quantity L /cp effective by:
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(CLL = L (A4.4)
p Cm )

where L iseither Ly or Lsdepending on the sign of (T - Tp), we can rewrite (A4.3) as:

dT:-(lc-) dq (A4.5)
P eff

Therefore, starting from a couple of T, q values, we look for another couple T*, g* satisfying the

two relations;
_(L q-q*
= q-qg)

O* = Oga1(T*, P) (A4.6)

and

We proceed as follows. We first compute (L/cp)esf using T and g (the only known values at this
point). Then (A4.6) is approximated by (Newton method):

o = G (T, P) + (T* = T) qSAT (T. p) (A4.7)

Thus we get by combining with (A4.6):

¢ e GarTP
q - q 1+( )ewaqSAT(T 5 (A4.8)
C

oT

Using (A4.1) and (A4.2) we obtain:
oq(T,p) _ (T, ah)
oT
m-a)

(A4.9)

L .
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The system of equations (A4.6), (A4.8) and (A4.9) are solved by iteration. Usually two iterations
are sufficient to insure accuracy of the solution.

TableA4.1 Values of thethermodynamic constants.

Constant Vaue

a1 coefficient used in the Tetens | 610.78
formula

az coefficient used in the Tetens | 17.269 (for liquid phase)
formula

21.875 (for ice phase)

ay coefficient used in the Tetens | 35.86 (for liquid phase)
formula
7.66 (for ice phase)

To triple point of water 273.16 K

Rd gas constant for dry air 287.05JK-1 kgl

Ry gas constant for water 461.51 JK-1 kgl
vapour

e Ry /Ry 62194800221014

Cpd specific heat for dry air 1005.46 JK-1 kgl

Cpv specific heat for water 1869.46 JK-1 kg1
vapour
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APPENDI X 5 - Evapor ation of precipitation: numerical
aspects and treatment of cloud fraction

a. Numerical aspects
The equation for evaporation of precipitation has the form:

dpPY _

i -K's (A5.1)
where P is precipitation rate, p is pressure, s = (Qys-Qv) 1S Saturation deficit, y is an exponent, and
K is aconstant coefficient. The equation is apparently independent of time. But in reality, it is
coupled with two time-dependent equations for water vapour (qg,) and temperature (T) equations:

0qy

W _ 9%
ot

ot

—_Qpl-yd y : al
y dp ot

é’\l—

Consider the following discretization:

oPY_ -K's
op

;o PY=(P)Y-(Pxka)Y ; S=s"(l-g+ast

inwhich O<a<l, and estimate s * as follows:

S+_S +aja : %z_(aqv_aqual) (1+B)GQV

ot ot ot 0T ot

where 8 = CI]_anVS suchthat PV =-K s--aN(Pq)¥Y P with N given by
op

oT le'o
N = gK & 173 (A5.2)
hence: oPY = - Ks &
1+aN(Pgq)tY
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and finaly

(K S- 5p) %
(Pk-1)Y

Pe = Pa 1-
1+aN(Pgq)tY

(A5.3)

This last formula has been coded, with a = 0.5 (an accurate second order centered scheme) and
with the appropriate modifications to take into account fractional cloud covers (see below). Note
the maximum evaporation rate:

— % - S- . d:)max = Q&Jmax = @ (A54)

max — ° - ’

1+ 1+ gdt yN

For example, the value Py = 2.4 10 (0.86mm/hr) completely saturates a typical sub-cloud
layer of 100 mb thickness having initially 80% relative humidity (s- =3 10°3) after only 1 hr.
Here Ks-dp = 1.2 102 and N=100 show the importance of the implicit treatment of evaporation.
There are two critical values for incoming precipitation rate Py_; that are easily determined: (i) one
below which evaporation is complete and, (ii) one above which over-saturation occurs:

- for the explicit scheme (a=0), there is excessive evaporation and
i) for al Py < (NOPrex/2) = 1.44 10 (0.51 mmvhr), complete evaporation (Pc=0),
i) for al Pxq > (1/N +N cSPmaX/4)2 = 2.56 10 (0.92mmv/hr), oversaturation;

- for the implicit scheme, evaporation is reduced and most accurate for a=0.5 (quoted below):

i) complete evaporation for lower precipitation rates:

Py < |(V1+2aN2 Proy - 1)/2a1-aN |2 =0.71 104 (0.25 mm/hr),

i) oversaturation for higher precipitation rates:

@287 + de(1-a) 14N PP | - (1-29) ?
2a(1-aN

P > { = 6.4 10* (2.29 mm/hr)
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Oversaturation is prevented with the fully implicit scheme (a=1) but at the expense of an
underestimation error. To avoid oversaturation with the centered scheme, we simply limit
evaporation:

-0 = min (Pe1 - Ao, Prrax ) (A5.5)

b. Taking into account the cloud fraction b

Saturation deficit in clear air

Evaporation may occur only in clear air: In partly cloudy conditions, the saturation deficit is
defined with respect to gye:

S = OQus-Owe = 1_Sb

Precipitating B, Overlapping O, and Evapourating E fractional areas

Under a given cloud cover, assuming that al clouds precipitate in the first place, the precipitating
areaisequal to the cloud cover, provided the rain has not all been already evapourated. If thereis
also acloud at agiven level k, by, thereis likely an overlap Ox=cxby between the precipitating and
cloud areas which reduces proportionnately the evaporating area Ex=By.1 (1- ck). Hence, the
precipitating areais recursively defined asfollows:

T 5 [Bra(l-a)+be ;  P>0)

""" ““lo . Pc=0/

(A5.6)
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Net P, True P, and Evapourable Pg Precipitation Rates

The net precipitation rate isin general smaller than the true precipitation rate in the true precipitating
area B, which in turn must be partitionned into overlapping non-evapourating and evapourating E

areas. Thus,
P =BP=0Po+EPE
d£ = d;PE - % =
dp = dp ' dp 0
Hence
Px1 - Pk = Bx-1(1-6) [(PE)k-1 - (Pek | (A5.7)
where (Pgk-1 = g‘;i and (Pg) results from the application of the previously derived formula
(A5.3):
1
(Pek = max ((Peka! 1-Yely, (Pek-1 - Pemex ) (AS.8)
P,
YE = VIN Emex \ ; Pemex = fbk ; Xg = max((Pgk , €)

y Iy
Xg \1+aNxg 7
Eliminating the intermediate variable Pg leads to:

Px-1 - Pc = Bk-1(1-c) min

Pealq rq o Ll & )
Bk_lll [1-yely/, 71_”8’; (A5.9)

Adopting y=1/2 (ECMWF), a=1/2 (centered scheme), setting c=b (reasonnable assumption), the
evapourating formula becomes:

-0P = min (Pea(1-b) { 1-1 1-y 2}, Bra P (A5.10)

{z+ Nx /2}

with B given by (A5.6), N given by (A5.2) and dPex given by (A5.4).

172



RPN PHYSICS SCIENTIFIC DESCRIPTION

APPENDIX 6 - Details on the advanced radiation package

a General consider ations

The advanced radiation package includes new code for infrared radiation (RADIR) and solar
radiation (SUN1). The two routines are executed by the NEWRAD (different versions
NEWRAD1, 2 3...) routine if the radiation option of the same name is selected when the forecast
is submitted. The "KNTRAD" option remains in effect, as for the ssmplified radiation package
(comprising the schemes described in sections 9.1 and 10.1; select RADMUL 2), and the radiation
is executed every KNTRAD time steps. That applies for both infrared and solar radiation. For the
infrared case, radiation is constant for KNTRAD time steps, while for solar radiation, the flux and
heating rates are modulated by the cosine of the sun'sangle. For both codes, outputs are provided
for fluxes at the top of the atmosphere, and can be compared in principle with satellite
observations.

b. Infrared radiation

The advanced code is essentially an improved version of the scheme proposed by Garand (1983).
Garand and Mailhot (1990) presented the essential aspects of the new code at a conference. A line-
by-line comparison with the schemes showed an accuracy of 0.15 K/day for the rates, and
10 W/mz2 for the fluxes. The code takes account of absorption by water vapour (including the
continuum effect), carbon dioxide, ozone and clouds. In comparison with the simple code
(RADMUL?2), the interaction with clouds represents a major additional effect. Secondly, the
continuum effect is also important. Finally, the old code takes no account of ozone, agasthat is
active ailmost exclusively in the stratosphere. The infrared code comprises four separate and
essentia parts.

i) Reading precomputed function tables (TABIR). Thisisdone once for agiven forecast.

i) Computation of CO, (CO2INFO) and ozone in each layer (RADFACE). Thisis
donein preparation for the radiation computations.

i) Defining optical properties (CLDOPTX). These are the cloud emissivity for the
infrared. The output is the product of emissivity times cloud fraction or effective cloud
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fraction and three parameters for the solar code: cloud layer single scattering albedo, optical
depth, and asymmetry factor. Aerosols are aso defined in that routine.

iv)  Computation of the cooling rates of infrared fluxes (RADIR).

Theinfrared code is designed for rapidity (vectorized code), robustness, simple export, and smple
adaptation to any update of the spectral absorption parameters for the three gases or the addition of
other absorptive gases.

i) Gener ation of tables of precomputed functions

Spectroscopic data

We use the HITRAN-1986 data (Rothman et al, 1987), reduced to a resolution of 10 cmr1, and
covering the spectral space 0-2500 cm-1 for HoO and CO2 and O3. We now have HITRAN-1996

from 0-3000 cm-1 at 1 cm-1 intervals.
Computation of functions

The FG123 routine executes the computation of the functions. For a given number of bands
(max=250, now possibly 3000) which spectral limits are defined by the variable BORNE,
subroutine FG123 will calculate 14 type G1, G2, G3 functions. The LOGIB key can be used to
include or exclude each of the gases, as well as the special absorption of the water vapour
continuum. The optical mass of the continuum is obtained by a second-degree function of the
optical mass of water vapour. A single routine, TABIR, is used to calculate and save the
precomputed functionsin afile. The TABIR inputs are the number of bands and corresponding
gpectral intervals, as well as the band numbers corresponding to the beginning and end of
absorption by CO,, the continuum and Os.

i) Computation of CO, and ozonein each layer

In addition to the file of precomputed tables, a second file containing the climatological ozone data
must be attached. These are 12 monthly sub-files, representing 19 bands of latitude of 10 degrees
and 37 pressure levels. Units are ppmv of ozone. These are the data compiled by Kita and Sumi
(1986). Within RADMULT, the RADFACE routine uses this file to extract the ozone mixing ratio
in kg/kg at each level of the model to be used. RADFACE first calls OZOREF, which calculates
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for avector of |atitudes the quantity of ozone integrated from the first reference level to each of the
other 36 layers in kg/m2. At that point, an interpolation in latitude is done. Then QOZON is
called, which gives the mixing ratio at each sigma level, by vertical interpolation this time.
RADFACE aso calls CO2INFO to execute the precomputations relating to CO,.

iii) Cooling rate and infrared fluxes

The RADIR routine produces cooling rates in K/s at each level (middle of the layers) aswell asthe
downward and upward fluxes (W/m2) at the boundaries of each layer. RADIR consists of four
distinct steps:

Preparation

The quantities of H,O and CO, absorbents are calculated. In addition, the quantity of H,O
absorbent is multiplied by the large corrective factor exp(0.021 (T-260)) to account for the
influence of temperature on the absorption coefficient. The factor 0.021 was obtained by
comparison with a standard 250-band model in which the temperature correction (parameters a, b,

a’, b") are different for each band. It was also found that this temperature effect can be ignored for
O,.

Computation of upward flux

This part includes the computation of the near integral, which will also be used for the downward
flux (an identical quantity, but with the opposite sign). The code clearly shows that the integrals
include three terms, each representing distinct spectral bands.

Computation of downward flux

This part includes the term in G1 (eg. 9.2.10) for cooling toward space.
Computation of cooling rates (divergence of flux)

C. Solar radiation

The scheme is essentially that from Fouquart and Bonnel (1980, here referred to as FB). It is
currently used by several groups, including the ECMWF and the Lille group. There are two
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versions, with one or two spectral intervals. We use the faster, one-interval, version. The main
characteristics of the code are asfollows:

- handles H>O, CO9, O3 and clouds,

considers Rayleigh diffusion and multiple scattering;

- takes account of absorption by liquid water;

- can take account of aerosols.

The benefits of this formulation are as follows:

- co-operation with the international community and with CCRN, for future improvements;
- uses the same ozone data as for infrared code;

- the planetary albedo (top) isamodel output that can be compared with satellite data;
- prepares the ground for forecast models using aliquid water prognostic equation.
Here we will deal with the following aspects:

i) structure of the code

i) definitions of inputs

iii) treatment of clouds

i) Structure of the code

Our models assume that, for N levels, level 1 isat thetop and level N near the surface. (Note that
the Fouquart-Bonnel code assumes the opposite.) At the beginning of SUN1, all the inputs are
inverted; upon completion, they are returned to their original state.

SUNL1 callsonly two routines: TTTT and WFLUX. TTTT computes the transmission functions
(which depend on the quantity of absorbent) with the Pade coefficients (see section 2.3 of FB)
specific to the three gases (H,O, CO,, O3). In theory, precomputed functions could also be used,
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asisdonefor the infrared code. WFLUX calculates the reflectivities and transmissivities, taking
account of multiple reflection with the so-called Delta Eddington technique.

SUNL1 first calculates the quantities of absorbent and the cloud extinction parameters. It then
computes the transmissivities and reflectivities, without taking absorption into account, and then a
second time, taking them into account. Finaly, the upward and downward fluxes are computed
along with the resulting heating rates. The FB algorithm is described in detail in their section 4.

i) Definition of inputs

The input values for temperature (T, Kelvin), moisture (Q, kg/kg), surface pressure (N/m?2), and F
clouds (0-1) are the same as for infrared radiation and are directly available from our forecast
models. The surface albedo AL (0-1) isaso available. In addition to those variables thereis also
the cosine of the sun's angle MU (01-) and the thickness DSIG of each layer. Thereis also the
guantity of ozone in each layer QOZ (ppmv), the optical thickness of aerosols TAUA, and the
quantity of liquid water in each layer LWC (kg/m3).

The SETVIS routine was written to precede SUN1 and compute the various thicknesses DSIG,
DSH, DSC and DZ, and to provide TAUA, QOZ and LWC. TAUA is now initialized to an
infinitesimal value; aerosols are ignored. The output of RADFACE (see the section on infrared
radiation) gives the ozone mixing ratio in kg/kg. SETVIS converts this value into ppmv for usein
SUN1. Thus the same ozone field is used for the visible and infrared radiation codes. Optical
properties for both ice and water phases and aerosols are defined by CLDOPTX. If the cloud
water is not available as amodel variable, then acall to LIQWC to calculate the cloud equivalent
liquid water content (CWC) of each layer is done within CLOPTX. In LIQWC, LWC is caculated
according to the method suggested by Betts and Harshvardan (1987), which essentially assumes a
wet adiabatic profile. The result are quite dependent on the temperature.

iii) Treatment of clouds

We have not modified in any way the code obtained from exterior sources, except for the treatment
of clouds. We found that there was almost complete extinction when one or more layers have a
cloud cover of 100%. Wefirst divided LWC by afactor of five [LIQWC aready divides by two
the theoretical result of Betts and Harshvardan (1987); thus we now have afactor of ten]. With the
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new CLDOPTX routine, there is still a need to divide by about three the optical depth computed
from the model CWC (Yu et a, 1997).

In both the visible and infrared code, the rates of cooling above 50 mb are parameterized and
adjusted so that their sum over the entire globe is zero. At 10 mb, the IR rate is about -2.5K/day,
while the VIS rates vary from 0 to 6K/day, depending on the sun's angle. Eventually, these fits
should be eliminated with the top placed at 1 mb or higher. The visiblefit in particular makes the
ozone effect independent of location, which of course is not acceptable for climatic studies or
stratospheric forecasts. These fits can be bypassed using the RADFI X option in the model
submitting procedure.

d. Radiation on reduced levels

The model can compute radiation on areduced set of vertical levels. The levels need to be a subset
of those used in the forecast. The option REDUC needs to be used along with the list of chosen
levels. The radiation routines are not changed except that at the end, the computed fluxes on
reduced levels are interpolated to the full set of levels before computation of the divergence of
fluxesto get the heating rates. Asinput to radiation routines are to be done on a reduced number
of levels, the cloud fraction of combined levels is the maximum among combined levels while the
cloud water is the sum of that present in combined levels. This option has not been used
operationally. It should be used with caution, and preferably only if computer time becomes a
major issue.
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